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Background	and	goals	

Computational	biology,	a.k.a.	bioinformatics,	has	developed	dramatically	over	the	last	two	decades.		It	is	by	now	a	
well-established	 discipline,	 with	 numerous	 undergraduate	 and	 graduate	 programs	 available	 around	 the	 world,	
many	conferences,	books,	and	scientific	journals.		Starting	from	strong	roots	in	theoretical	computer	science,	over	
the	 last	 decade	 there	 has	 been	 a	 dramatic	 expansion	 of	 the	 bioinformatics	 community	 that	 brought	 in	 many	
practitioners	with	roots	outside	computer	science,	e.g.,	in	biology,	physics,	biochemistry,	bioengineering	and	other	
disciplines.	 	As	a	 result,	a	 significant	part	of	 the	bioinformatics	community	drifted	 towards	data-driven	methods	
and	 often	 away	 from	 theoretically	 sound	 developments.	 	Moreover,	 a	 plethora	 of	 new	 data	 types	 has	 brought	
about	more	emphasis	on	analysis	and	less	on	theory.		The	goal	of	the	Simons	Institute	program	was	to	regain	the	
theory-practice	 balance	 in	 bioinformatics,	 by	 bringing	 together	 leaders	 and	 young	 scientists	 in	 the	 field	with	 a	
strong	interest	in	the	algorithmic,	methodological	and	theoretical	aspects	of	computational	biology.			

	

Range	and	themes	covered	

As	the	span	of	bioinformatics	has	become	extremely	broad,	we	chose	to	focus	on	genomics,	 the	field	that	deals	
with	understanding	the	sequence,	function	and	structure	of	genomes	(the	complete	sequence	of	DNA	present	in	
each	 cell	 of	 an	 organism).	 	 Genomics	 is	 abuzz	 with	 huge	 data	 sets	 generated	 by	 international	 consortia	 and	
individual	groups,	with	numerous	novel	experimental	data	types	that	require	 innovative	analysis	methodologies.		
New	algorithms	for	data	analysis	are	acutely	needed	today.		Shortage	of	good,	well	founded	algorithms	constitutes	
a	major	bottleneck	in	utilizing	genomics	to	advance	our	understanding	in	biology	and	medicine.		

The	Algorithmic	Challenges	in	Genomics	(ACG)	program	set	out	to	focus	on	three	closely	related	topics:	

Computational	Cancer	Biology	is	a	rapidly	expanding	area,	since	high	throughput	sequencing	(HTS)	techniques	
have	facilitated	the	sequencing	of	tens	of	thousands	of	tumor	genomes,	along	with	other	types	of	information.		
Large	international	projects	are	collecting	and	organizing	these	data,	but	algorithms	for	analyzing	the	data	are	
the	bottleneck.	 	Current	analysis	 techniques	combine	graph	theoretic	and	machine	 learning	approaches.	One	
line	 of	 analysis	 methodology	 builds	 on	 the	 rich	 combinatorial	 and	 algorithmic	 theory	 of	 genome	
rearrangements.	Prominent	novel	 challenges	 include	handing	of	heterogeneous	cancer	 samples,	 inference	of	
cancer	evolution,	and	single-cell	analysis.			

Regulatory	Genomics	and	Epigenomics	aims	 to	understand	 the	way	gene	expression	 is	 controlled	 in	 cells	by	
understanding	 the	 sequence	 elements	 and	 organization	 that	 govern	 this	 expression.	 	 Techniques	 here	 start	
from	algorithms	for	motif	discovery	at	the	sequence	level	(a.k.a.	"stringology")	and	also	encompass	interaction	
between	diverse	higher	level	elements	affecting	regulation,	using	statistical	analyses.		A	plethora	of	novel	array	
and	HTS-based	data	types	are	part	of	this	challenge.			
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Network	 Biology	 aims	 to	 understand	 the	 web	 of	 interactions	 among	 cellular	 components,	 which	 affect	 all	
activities	and	diseases.		Only	by	understanding	these	interactions	(among	genes,	proteins,	RNAs,	complexes	and	
other	molecules)	 can	a	higher	 level	 understanding	of	 an	organism's	 function,	 dynamics	 and	development	be	
achieved.	 Analysis	 techniques	 include	 graph	 algorithms,	 combinatorial	 optimization,	 machine	 learning	 and	
statistics.			

	

Participants	

The	core	of	the	program	consisted	of	31	long	term	participants	(LTPs)	and	ten	research	fellows	(RFs).	All	the	fellows	
and	 about	 half	 the	 faculty	 spent	 the	 complete	 semester	 (four	 months)	 at	 the	 Simons	 Institute.	 Most	 of	 the	
remaining	LTPs	 spent	1-2	months	each	at	 the	 Institute.	 In	addition,	 there	were	about	a	dozen	Visiting	Graduate	
Students	and	Postdocs	who	participated	in	part	or	all	of	the	semester.	About	half	of	the	above	were	from	the	US	
and	the	rest	from	Europe	and	Asia.		

In	 addition	 to	 the	 core	 faculty,	 research	 fellows	 and	 students,	 some	 300	 other	 researchers	 and	 students	
participated	 in	four	week-long	workshops	organized	during	the	program.	These	are	described	below.	Workshops	
and	seminars	were	broadly	announced	and	participation	was	open.		

	

Activities	

At	 the	 outset	 of	 the	 program,	 a	 four-day	 boot	 camp	 provided	 an	 introduction	 to	 the	 basics	 of	 modern	
computational	biology,	including	fundamentals	of	string	algorithms	(“stringology”),	algorithms	for	deep	sequencing	
data,	and	an	introduction	to	each	of	the	three	themes	of	the	semester.		These	three	themes	were	covered	in	depth	
by	the	three	workshops	that	took	place	during	the	semester.		

Each	of	the	workshops	brought	together	some	100	researchers	from	academia	and	 industry,	 including	computer	
scientists,	biologists	and	medical	researchers.	 	Participants	of	the	workshops	ranged	from	graduate	students	and	
postdocs	 to	 senior	 faculty,	 interacting	 in	 an	 open	 and	 welcoming	 environment,	 with	 lively	 and	 significant	
discussions	 amongst	 all	 participants.	 	 	 An	 important	 component	 in	 each	of	 the	workshops	was	 afternoon	panel	
discussions,	giving	participants	 the	opportunity	 to	express	 thought-provoking	personal	perspectives	on	 the	 field,	
and	sometimes	raising	spirited	debates	on	future	directions	and	on	the	best	approaches	for	evaluating	progress.		
Responses	 from	 the	 attendees	were	 highly	 enthusiastic.	 	 In	 some	workshops,	 participants	 expressed	 interest	 in	
organizing	a	follow-up	event	in	one	or	two	years’	time.		

During	the	semester	we	also	had	three	weekly	seminar	series:	a	joint	UCSF-Simons	seminar,	organized	by	postdocs	
from	 UCSF	 and	 Simons	 fellows,	 who	 invited	 speakers	 from	 Bay	 Area	 universities	 and	 companies;	 an	 informal	
whiteboard	seminar,	in	which	ACG	program	participants	described	their	ongoing	research	and	open	problems;	and	
a	deep	 learning	seminar,	 initiated	and	organized	by	the	program's	 fellows,	wherein	the	participants	read	recent	
literature	 in	 the	 area	 together.	 	 The	 latter	 was	 also	 attended	 by	 participants	 of	 the	 concurrent	 program	 on	
“Counting	Complexity	and	Phase	Transitions.”	 	All	 seminars	 took	place	 in	a	 very	open	and	 informal	 atmosphere	
with	a	lively	and	fruitful	exchange	between	the	speakers	and	the	audience.		

Additional	special	activities	included:	
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• A	 field	 trip	 to	 Silicon	 Valley,	 where	 we	 spent	 a	 day	 visiting	Agilent,	 a	 leading	 genomic	 biotechnology	
company,	and	23&Me,	a	personal	genomics	start-up,	for	meetings,	site	visits	and	short	talks	by	company	
and	ACG	program	researchers.	

• Genomics	Program	Biotechnology	Companies	Day	 at	 the	 Simons	 Institute,	 in	which	 speakers	 from	 ten	
biotechnology	and	genomics	companies	(mostly	start-ups)	described	their	computational	challenges	and	
vision,	and	networked	with	the	ACG	program	participants.	

• An	 integer	 linear	 programming	 (ILP)	 day,	 organized	 by	 LTP	 Dan	 Gusfield,	 in	 which	 theoretical	
developments	and	applications	of	ILP	to	bioinformatics	were	discussed.	

Beyond	 these	 structured	 events,	 the	 group	 of	 long-term	 visiting	 senior	 researchers,	 postdoctoral	 fellows	 and	
graduate	students	who	were	present	 throughout	 the	semester	was	active	daily	 in	 scientific	 interactions.	 	As	 the	
goal	of	the	program	was	to	foster	novel	research	and	collaborations	in	the	focus	areas,	the	core	participants	were	
encouraged	 to	 present	 their	 current	 research	work	 both	 informally	 within	 the	workshops	 and	 seminars	 and	 at	
numerous	 informal	 meetings	 throughout	 the	 semester.	 Somewhat	 unexpectedly,	 the	 synergy	 with	 the	 parallel	
Institute	 program	 on	 Counting	 Complexity	 and	 Phase	 Transitions	 was	 quite	 intensive	 and	 several	 joint	
collaborations	were	initiated.	

	

Outcomes	

Overall,	based	on	early	assessments	at	the	one-year	anniversary,	the	program	was	highly	successful.		Participants	
applauded	 in	particular	 the	workshops	 (including	 the	availability	of	 talks	on	Youtube	 for	broader	exposure),	and	
noted	as	the	main	achievement	the	many	new	interactions	and	collaborations	that	they	forged.		Some	participants	
secured	 postdoctoral	 positions	 following	 contacts	 established	 at	 the	 program,	 and	 one	 student	was	 hired	 by	 a	
company	as	a	result	of	the	Industry	Day.		New	industry-academia	collaborations	were	initiated.		Naturally,	some	of	
the	scientific	work	 that	 started	during	 the	semester	continues	and	will	only	 fully	bear	 fruit	over	 time.	 	Here	are	
some	notable	highlights:	

	

Direct	research	outcomes	

• RF	Thomas	Sakoparnig	and	LTP	Erik	van	Nimwegen,	together	with	UCB	faculty	member	Oscar	Hallatschek,	
developed	three	(increasingly	complex)	models	for	describing	prokaryotic	evolution	with	a	focus	on	high	
rates	 of	 recombination.	 The	 models	 led	 to	 an	 improved	 understanding	 of	 how	 diversity	 in	 natural	
prokaryotic	populations	is	introduced	and	maintained	[82].	
	

• RF	Yaron	Orenstein	and	 LTPs	Carl	Kingsford	and	Ron	Shamir	provided	 the	 first	 effective	 solution	 to	 the	
universal	 k-mer	 hitting	 set	 problem	 (finding	 a	minimum-size	 set	 of	 k-mers	 that	 hits	 all	 possible	 L-long	
sequences).	Many	manifestations	of	this	generic	problem	arise	in	the	analysis	of	HTS	data.	The	result	[72]	
allows	 for	more	efficient	analysis	of	 these	data,	both	 in	memory	and	 in	 running-time,	 compared	 to	 the	
state	 of	 the	 art.	 A	 follow-up	 paper	 by	 the	 same	 team	 [63]	 provided	 a	 theoretical	 explanation	 for	why	
certain	fingerprinting/minimizer	schemes	have	traditionally	worked	poorly,	and	used	universal	k-mers	to	
design	 an	 improved	minimizer	 scheme.	 This	 line	 of	work	 advanced	 an	 interesting	 theoretical	 problem,	
explained	theoretically	the	observed	empirical	performance	of	various	minimizer	schemes,	and	resulted	in	
a	better	scheme	based	on	universal	k-mers	that	leads	to	faster	algorithms	for	several	genomics	tasks.	
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• A	 new	 book	 on	 computational	 cancer	 genomics	 was	 initiated	 by	 LTPs	 Niko	 Beerenwinkel	 and	 Florian	

Markowetz,	and	major	progress	in	writing	it	was	achieved	during	the	program.	
	

• During	 the	Network	 Biology	workshop	 it	 became	 clear	 that	 several	 presentations	were	 using	 the	 same	
generic	 transformation	of	 the	data	 to	obtain	 state	of	 the	art	 results.	 To	quote	 LTP	Donna	Slonim,	 "The	
broad	 discussion	 of	 the	 advantage	 of	 diffusion	 based	 methods	 for	 calculating	 network	 distances	 for	
function	 prediction	 and	 disease	 gene	 discovery	 was	 a	 highly	 valuable	 summary	 and	 organization	 of	
disparate	results	in	the	field	that	had	previously	been	considered	separately.	This	synthesis	is	particularly	
valuable	because	it	places	the	work	in	a	conceptual	and	theoretical	framework	that	suggests	how	to	use	
such	methods	 for	 future	 discoveries."	 LTP	 Roded	 Sharan	 teamed	 up	with	 prominent	 participants	 in	 the	
workshop	to	write	a	review	emphasizing	the	central	role	of	network	propagation	in	interpreting	biological	
data	and	revealing	novel	genetic	associations.	This	review	has	recently	been	published	in	Nature	Reviews	
Genetics	[18].	Several	participants	noted	the	impact	of	that	discussion.		
	

• LTPs	 Cenk	 Sahinalp	 and	David	 Tse	 studied	 core	 computer	 science	 problems	 dealing	with	 genomic	 data	
such	as	compression	and	encryption,	accessing	and	comparing	data	 in	compressed	and	encrypted	form,	
upper	bounds	on	compression,	analyzing	of	streaming	genomic	data,	etc.	[36].	
	

• LTPs	 Ben	 Raphael,	 Ron	 Shamir	 and	 Roded	 Sharan,	 together	 with	 RF	 Meirav	 Zehavi,	 developed	 a	 new	
model	for	the	copy	number	evolution	problem	in	cancer	and	algorithms	for	its	analysis	[27].	
	

• LTPs	Sharan	and	Teresa	Pryztycka	have	started	a	collaboration	on	network	approaches	for	understanding	
the	 mutational	 landscape	 of	 cancer.	 They	 hypothesized	 that	 exploring	 the	 interplay	 between	 co-
occurrence,	mutual	exclusivity,	and	functional	interactions	between	genes	can	improve	our	understanding	
of	 the	 disease	 and	 help	 to	 uncover	 new	 relations	 between	 cancer	 driving	 genes	 and	 pathways.	 They	
developed	 a	 general	 framework	 for	 identifying	 modules	 with	 different	 combinations	 of	 mutation	 and	
interaction	patterns,	and	by	using	 Integer	Linear	Programming	found	optimally	scoring	sets	of	modules.	
The	method	helped	identify	functionally	coherent	modules	that	might	be	relevant	for	cancer	progression,	
pairs	of	genes	with	potentially	synergetic	effects,	and	other	interesting	features	[20].	
	

• RF	David	Amar	and	LTP	Ron	Shamir	developed	the	first	method	that	can	predict	cancer	type	in	metastases	
based	on	somatic	mutation	data	alone	[6].	Prior	prediction	methods	needed	to	integrate	additional	data	
types	to	obtain	such	results.	
	

• LTPs	Niko	Beerenwinkel	and	Ben	Raphael	studied	models	 for	 tumor	evolution.	With	Katharina	 Jahn	and	
Jack	 Kuipers,	 both	 workshop	 visitors	 from	 Beerenwinkel's	 group,	 they	 finalized	 a	 new	 method	 for	
reconstructing	 tumor	 phylogenies	 from	 single-cell	 sequencing	 data	 [52].	 Raphael	 and	 Beerenwinkel	
extended	the	method	to	test	the	infinite	sites	assumption	using	tumor	sequencing	data.	Surprisingly,	they	
found	 that	 the	 assumption	 is	 frequently	 violated,	 calling	 for	more	 elaborate	 approaches	 to	 the	 tumor	
phylogeny	problem	[56].		
	

• LTPs	Beerenwinkel	and	Sharan	and	RFs	Simona	Cristea	and	Dana	Silverbush	developed	a	new	method	for	
integrating	multi-omics	measurements	of	tumors	in	order	to	prioritize	cancer	driver	genes	[9].		
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• Motivated	by	a	talk	from	Dovetail	Genomics	during	the	Industry	day,	LTP	David	Tse	and	Jiaming	Xu,	a	RF	of	
the	 sister	 program	 Counting	 Complexity	 and	 Phase	 Transitions,	 asked	 how	 to	 effectively	 exploit	 the	
particular	 information	 in	 the	 new	 technology	 to	 complete	 sequence	 assembly.	 By	 exploiting	 these	
connections,	they	were	able	to	find	both	information	limits	for	this	problem	and	efficient	algorithms	that	
come	close	to	the	limit	[8].		
	

• Inspired	by	discussions	with	local	LTP	Lior	Pachter,	LTP	Erik	van	Nimwegen	became	interested	in	statistical	
inference	 of	 gene	 expression	 noise	 from	 fluorescent	 reporters.	 Erik	 realized	 it	 is	 a	 perfect	 pedagogical	
example	for	illustrating	the	differences	between	orthodox	frequentist	and	Bayesian	methods	in	statistical	
inference,	and	wrote	a	short	paper	on	this	topic,	contrasting	the	two	viewpoints	[67].	
	

• LTP	 Michael	 Waterman	 collaborated	 with	 Haiyan	 Huang	 (Berkeley	 Statistics	 Department)	 and	 Rachel	
Wang	 (Steins	Fellow,	Stanford).	They	extended	 their	non-parametric	 correlation	statistic	based	on	gene	
expression	 patterns	 to	 capture	 patterns	 in	 time	 series	 [93].	 Coexpression	 analysis	 is	 an	 important	
technique	routinely	used	to	infer	gene	regulatory	interactions	and	aims	to	capture	association	patterns	in	
gene	expression	 levels	 under	different	 conditions	or	 time	points.	 Temporal	 changes	 in	 gene	expression	
may	 result	 in	 complex	 association	 patterns	 that	 require	 more	 sophisticated	 detection	 methods	 than	
simple	correlation.	For	 instance,	the	effect	of	regulation	may	 lead	to	 local	and	time-lagged	associations.	
Furthermore,	when	comparing	expression	profiles	from	different	individuals	or	even	different	species,	the	
time	points	at	which	measurements	were	taken	are	usually	not	aligned	nor	directly	comparable.	The	new	
measure	addresses	these	issues.	
	

• LTP	 Jean-Philippe	 Vert	 and	 Berkeley	 professor	 Sandrine	 Dudoit	 developed	 statistical	 methods	 for	 the	
analysis	of	single-cell	RNA-seq	data.	They	developed	a	new	model	that	takes	into	account	the	specificities	
of	 the	 data,	 in	 particular	 the	 fact	 that	 many	 measures	 are	 missing,	 and	 produced	 publicly	 available	
software	[81].	
	

• LTP	 Jean-Philippe	 Vert	 and	 his	 student	 Marine	 Le	 Morvan	 benefited	 from	 numerous	 discussions	 with	
other	participants	to	improve	their	work	on	the	stratification	of	cancer	patients	from	mutations	in	DNA,	
which	resulted	in	the	publication	of	their	new	algorithm	NetNorM	[57].	
	

• RF	Meirav	 Zehavi	 collaborated	with	 Prof.	 Fedor	 Fomin	 of	 the	 sister	 program	 Counting	 Complexity	 and	
Phase	 Transitions,	 to	 solve	 several	 central	 problems	 on	 the	 computational	 complexity	 of	 the	 Terrain	
Guarding	problem	 [7].	Meirav	met	 Fomin	 for	 the	 first	 time	at	 the	 Institute,	 and	 their	 collaboration	has	
continued	fruitfully	over	the	year	since	the	program	ended,	resulting	 in	additional	publications	[32]	and	
[33]	as	well	as	several	ongoing	projects.	
	

• LTPs	Cenk	Sahinalp	and	David	Tse,	with	Berkeley	professor	Tom	Courtade,	developed	a	new	 reference-
free	 compressed	 representation	 for	HTS	data	 based	on	 ”light”	 de	novo	 assembly	 of	 reads,	where	 each	
input	read	is	represented	as	a	node	of	a	(compact)	trie,	and	an	iterative	method	to	build	a	forest	of	such	
tries.	 Their	 algorithm	 is	 the	 first	HTS	data	 compression	method	 to	provide	optimality	 guarantees,	 from	
both	the	combinatorial	and	information	theoretic	perspectives	[35].	
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Other	outcomes	

• RF	 Iman	 Hajirasouliha	 noted	 that	 his	 participation	 in	 the	 program	 helped	 him	 in	 his	 future	 academic	
career.	 In	 his	 words,	 "Beside	 my	 main	 research	 project	 at	 Simons	 and	 the	 amazing	 environment	 for	
collaborating	and	discussing	ideas	with	colleagues,	the	Simons	program	helped	me	with	my	future	career	
as	a	faculty.	I	was	on	the	faculty	job	market	during	the	time	at	Simons,	and	my	mentor	Ron	Shamir,	as	well	
as	many	other	 senior	 faculty	 in	 the	program,	helped	me	a	 lot	with	my	 job	application	and	 interviews.	 I	
gave	several	practice	and	regular	talks	at	Simons	during	the	program	and	improved	my	presentation	skills	
quite	a	bit."	Iman	is	now	a	faculty	member	in	the	Weil-Cornell	Medical	School.	
	

• A	student	of	Uwe	Ohler	found	her	current	job	as	senior	bioinformaticist	at	Natera	during	the	Industry	Day	
at	the	Simons	Institute.	
	

• RF	Xiwei	Zhang	found	her	new	postdoc	advisor	at	the	program.	Xiwei	says	"Another	outcome	for	myself	
during	my	stay	at	Simons	is	that	I	met	my	current	postdoc	advisor,	Prof.	Nir	Yosef,	at	the	program.	That's	a	
big	thing	for	my	academic	career."	
	

• During	 the	 Industry	 Day,	 RF	 Iman	 Hajirasouliha	 made	 contact	 with	 the	 company	 10X	 Genomics.	 This	
evolved	into	a	long-term	collaboration	and	Iman	is	now	developing	methods	for	the	analysis	of	long-read	
HTS	data.	
	

• Many	participants	commended	the	 Industry	Day.	For	example,	LTP	David	Tse	said	"The	Biotech	 industry	
day	was	very	good.	 It	got	me	exposed	to	a	broader	range	of	problems	(one	of	which	 led	to	a	successful	
collaborative	project)."	
	

• Several	participants	emphasized	the	value	to	their	future	research	and	way	of	thinking	from	exposure	to	
deep	 learning	methods	 in	 bioinformatics,	 both	 via	 the	 ad-hoc	 seminar	 and	 through	 other	 talks	 on	 the	
topic	in	the	program	and	workshops.	

New	collaborations	fostered	

Numerous	 new	 collaborations	 were	 initiated	 during	 the	 program.	 Many	 of	 them	 already	 produced	 new	
research	papers	and	others	are	ongoing.	Here	are	just	a	few	of	them:	

• Kingsford	-	Orenstein	-	Shamir	
• Sahinalp	-	Tse	-	Courtade	
• Beerenwinkel	-	Raphael	
• Amar	-	Shamir	-	Vandin	
• Beerenwinkel	-	Sharan	-	Silverbush	-	Cristea		
• Strumfels	-	Ludington	-	Beerenwinkel	
• Cowen	-	Ideker	-	Raphael	-	Sharan	
• Raphael	-	Shamir	-	Zehavi	-	Sharan	
• Vandin	-	Beerenwinkel	-	Cristea	
• Vandin	-	Sharan	
• Waterman	-	Huang	
• Yosef	-	Amar	-	Shamir	
• Zehavi	-	Formin	

• Vandin	-	Amar	-	Shamir	
• Beerenwinkel	-	Vandin	-	Cristea	
• Sahinalp	-	Beerenwinkel	
• Hajirasouliha	-	Popic	-	Batzoglou	
• Ohler	-	Pollard	-	Ahituv	
• Ohler	-	Orenstein	-	Berger		
• Przytycka	-	Sharan	
• Tse	-	Xu	
• Pachter	-	van	Nimwegen	
• Vingron	-	Sharan	-	Raphael	
• Weng	-	Sharan	
• Wong	-	Brenner	-	Yu	
• Zhang-Yosef	
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Lessons	learned	

Overall,	the	program	was	extremely	successful.		Its	strongest	points	were	the	workshops,	the	many	new	contacts	
and	interactions	formed,	and	the	newly	initiated	research	projects.	 	The	Simons	Institute	facilities	and	staff	were	
truly	 excellent	 and	 very	 instrumental	 for	 achieving	 the	 program	 goals.	 	 Somewhat	 expectedly,	 participation	 by	
experimentalists	 outside	 of	 the	 workshops	 was	 minor,	 due	 to	 their	 inability	 to	 leave	 their	 labs	 for	 extended	
periods.		Similarly,	involvement	by	many	local	researchers	(from	Berkeley,	UCSF	and	Stanford)	was	limited,	due	to	
their	other	regular	obligations.		Mechanisms	to	improve	these	points	could	be	considered	for	future	programs.	The	
Industry	Day	and	 the	 field	 trip	were	highly	 successful	and	could	be	 repeated,	but	 such	activities	 require	a	 lot	of	
planning	and	good	local	contacts.	 	Finally,	given	the	size	of	the	program,	we	feel	 in	retrospect	that	 it	might	have	
been	 useful	 to	 hold	 a	 weekly	 lunch	 for	 the	 LTPs	 and	 RFs,	 with	 the	 aim	 of	 speeding	 up	 the	 creation	 of	 new	
collaborations	and	increasing	the	pace	of	interactions.	
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