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$\Sigma_{d}$ : set of all polynomials of degree at most $d$.

- 150+ years of fascinating history, deep results and many applications.
- Interested in fundamental functions such as $x^{5}, e^{-x}$ and $1 / x$ over finite and infinite intervals such as $[-1,1],[0, n],[0, \infty)$.
- For our applications good enough approximations suffice.
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- Simulating Random Walks: If $A$ is random walk matrix of a graph, we can simulate $s$ steps of a random walk in $m \sqrt{s}$ time.
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- Quadratic speedup over the Power Method: Given $A$, in time $\sim m / \sqrt{\delta}$ can compute a value $\mu \in\left[(1-\delta) \lambda_{1}(A), \lambda_{1}(A)\right]$.


## Chebyshev Polynomials

The Chebyshev polynomial of deg. $d$ is defined recursively to be:

$$
T_{d}(x) \stackrel{\text { def }}{=} 2 x T_{d-1}(x)-T_{d-2}(x)
$$

for $d \geq 2$ with $T_{0}(x) \stackrel{\text { def }}{=} 1, T_{1}(x) \stackrel{\text { def }}{=} x$.

## Chebyshev Polynomials

The Chebyshev polynomial of deg. $d$ is defined recursively to be:

$$
T_{d}(x) \stackrel{\text { def }}{=} 2 x T_{d-1}(x)-T_{d-2}(x)
$$

for $d \geq 2$ with $T_{0}(x) \stackrel{\text { def }}{=} 1, T_{1}(x) \stackrel{\text { def }}{=} x$.

## Averaging Property

$$
x T_{d}(x)=\frac{T_{d+1}(x)+T_{d-1}(x)}{2} .
$$

## Chebyshev Polynomials

The Chebyshev polynomial of deg. $d$ is defined recursively to be:

$$
T_{d}(x) \stackrel{\text { def }}{=} 2 x T_{d-1}(x)-T_{d-2}(x)
$$

for $d \geq 2$ with $T_{0}(x) \stackrel{\text { def }}{=} 1, T_{1}(x) \stackrel{\text { def }}{=} x$.

## Averaging Property

$$
x T_{d}(x)=\frac{T_{d+1}(x)+T_{d-1}(x)}{2} .
$$

Boundedness Property
For any $\theta$, and any integer $d, T_{d}(\cos \theta)=\cos (d \theta)$.

## Chebyshev Polynomials

The Chebyshev polynomial of deg. $d$ is defined recursively to be:

$$
T_{d}(x) \stackrel{\text { def }}{=} 2 x T_{d-1}(x)-T_{d-2}(x)
$$

for $d \geq 2$ with $T_{0}(x) \stackrel{\text { def }}{=} 1, T_{1}(x) \stackrel{\text { def }}{=} x$.

## Averaging Property

$$
x T_{d}(x)=\frac{T_{d+1}(x)+T_{d-1}(x)}{2} .
$$

Boundedness Property
For any $\theta$, and any integer $d, T_{d}(\cos \theta)=\cos (d \theta)$.
Thus, $\left|T_{d}(x)\right| \leq 1$ for all $x \in[-1,1]$.
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\begin{aligned}
\sup _{x \in[-1,1]}\left|p_{s, d}(x)-x^{s}\right| & =\sup _{x \in[-1,1]}\left|Y_{Y_{1}, \ldots, Y_{s}}^{\mathbf{E}}\left[T_{D_{s}}(x) \cdot 1_{\left|D_{s}\right|>d}\right]\right| \\
& \leq{\underset{Y_{1}, \ldots, Y_{s}}{\mathbf{E}}\left[1_{\left|D_{s}\right|>d} \cdot \sup _{x \in[-1,1]}\left|T_{D_{s}}(x)\right|\right] \leq \mathbf{Y}_{Y_{1}, \ldots, Y_{s}}\left[1_{\left|D_{s}\right|>d}\right] \leq \delta}^{\mathbf{E}} .
\end{aligned}
$$

## A General Recipe?

Suppose $f(x)$ is $\delta$-approximated by a Taylor polynomial $\sum_{s=0}^{k} c_{s} x^{s}$, then one may instead try the approx. (with suitably shifted $p_{s, d}$ )

$$
\sum_{s=0}^{k} c_{s} p_{s, \sqrt{s \log 1 / \delta}}(x)
$$

## A General Recipe?

Suppose $f(x)$ is $\delta$-approximated by a Taylor polynomial $\sum_{s=0}^{k} c_{s} x^{s}$, then one may instead try the approx. (with suitably shifted $p_{s, d}$ )

$$
\sum_{s=0}^{k} c_{s} p_{s, \sqrt{s \log 1 / \delta}}(x)
$$

## Approximating the Exponential

For every $b>0$, and $\delta$, there is a polynomial $r_{b, \delta}$ s.t.
$\sup _{x \in[0, b]}\left|e^{-x}-r_{b, \delta}(x)\right| \leq \delta$; degree $\sim \sqrt{b \log 1 / \delta}$. (Taylor $-\Omega(b)$.)

## A General Recipe?

Suppose $f(x)$ is $\delta$-approximated by a Taylor polynomial $\sum_{s=0}^{k} c_{s} x^{s}$, then one may instead try the approx. (with suitably shifted $p_{s, d}$ )

$$
\sum_{s=0}^{k} c_{s} p_{s, \sqrt{s \log 1 / \delta}}(x)
$$

## Approximating the Exponential

For every $b>0$, and $\delta$, there is a polynomial $r_{b, \delta}$ s.t.
$\sup _{x \in[0, b]}\left|e^{-x}-r_{b, \delta}(x)\right| \leq \delta$; degree $\sim \sqrt{b \log 1 / \delta}$. (Taylor $-\Omega(b)$.)

- Implies $\tilde{O}(m \sqrt{\|A\| \log 1 / \delta})$ time algorithm to compute a $\delta$-approximation to $e^{-A_{v}}$ for a PSD A. Useful in solving SDPs.


## A General Recipe?

Suppose $f(x)$ is $\delta$-approximated by a Taylor polynomial $\sum_{s=0}^{k} c_{s} x^{s}$, then one may instead try the approx. (with suitably shifted $p_{s, d}$ )

$$
\sum_{s=0}^{k} c_{s} p_{s, \sqrt{s \log 1 / \delta}}(x)
$$

## Approximating the Exponential

For every $b>0$, and $\delta$, there is a polynomial $r_{b, \delta}$ s.t.
$\sup _{x \in[0, b]}\left|e^{-x}-r_{b, \delta}(x)\right| \leq \delta$; degree $\sim \sqrt{b \log 1 / \delta}$. (Taylor $-\Omega(b)$.)

- Implies $\tilde{O}(m \sqrt{\|A\| \log 1 / \delta})$ time algorithm to compute a $\delta$-approximation to $e^{-A_{v}}$ for a PSD $A$. Useful in solving SDPs.
- When $A$ is a graph Laplacian, implies an optimal spectral algorithm for Balanced Separator that runs in time $\tilde{O}(\mathrm{~m} / \sqrt{\gamma}) .(\gamma$ is the target conductance) [Orecchia-Sachdeva-V. 2012].


## A General Recipe?

Suppose $f(x)$ is $\delta$-approximated by a Taylor polynomial $\sum_{s=0}^{k} c_{s} x^{s}$, then one may instead try the approx. (with suitably shifted $p_{s, d}$ )

$$
\sum_{s=0}^{k} c_{s} p_{s, \sqrt{s \log 1 / \delta}}(x)
$$

## Approximating the Exponential

For every $b>0$, and $\delta$, there is a polynomial $r_{b, \delta}$ s.t.
$\sup _{x \in[0, b]}\left|e^{-x}-r_{b, \delta}(x)\right| \leq \delta$; degree $\sim \sqrt{b \log 1 / \delta}$. (Taylor $-\Omega(b)$.)

- Implies $\tilde{O}(m \sqrt{\|A\| \log 1 / \delta})$ time algorithm to compute a $\delta$-approximation to $e^{-A_{v}}$ for a PSD A. Useful in solving SDPs.
- When $A$ is a graph Laplacian, implies an optimal spectral algorithm for Balanced Separator that runs in time $\tilde{O}(\mathrm{~m} / \sqrt{\gamma}) .(\gamma$ is the target conductance) [Orecchia-Sachdeva-V. 2012].

How far can polynomial approximations take us?

## Lower Bounds for Polynomial Approximations

Bad News [see Sachdeva-V. 2014]

- Polynomial approx. to $x^{s}$ on $[-1,1]$ requires degree $\Omega(\sqrt{s})$.
- Polynomials approx. to $e^{-x}$ on $[0, b]$ requires degree $\Omega(\sqrt{b})$.


## Lower Bounds for Polynomial Approximations

Bad News [see Sachdeva-V. 2014]

- Polynomial approx. to $x^{s}$ on $[-1,1]$ requires degree $\Omega(\sqrt{s})$.
- Polynomials approx. to $e^{-x}$ on $[0, b]$ requires degree $\Omega(\sqrt{b})$.

Markov's Theorem (inspired by a prob. of Mendeleev in Chemistry)
Any degree- $d$ polynomial $p$ s.t. $|p(x)| \leq 1$ over $[-1,1]$ must have its derivative $\left|p^{(1)}(x)\right| \leq d^{2}$ for all $x \in[-1,1]$.

## Lower Bounds for Polynomial Approximations

Bad News [see Sachdeva-V. 2014]

- Polynomial approx. to $x^{s}$ on $[-1,1]$ requires degree $\Omega(\sqrt{s})$.
- Polynomials approx. to $e^{-x}$ on $[0, b]$ requires degree $\Omega(\sqrt{b})$.

Markov's Theorem (inspired by a prob. of Mendeleev in Chemistry)
Any degree- $d$ polynomial $p$ s.t. $|p(x)| \leq 1$ over $[-1,1]$ must have its derivative $\left|p^{(1)}(x)\right| \leq d^{2}$ for all $x \in[-1,1]$.

- Chebyshev polynomials are a tight example for this theorem.


## Lower Bounds for Polynomial Approximations

Bad News [see Sachdeva-V. 2014]

- Polynomial approx. to $x^{s}$ on $[-1,1]$ requires degree $\Omega(\sqrt{s})$.
- Polynomials approx. to $e^{-x}$ on $[0, b]$ requires degree $\Omega(\sqrt{b})$.

Markov's Theorem (inspired by a prob. of Mendeleev in Chemistry)
Any degree- $d$ polynomial $p$ s.t. $|p(x)| \leq 1$ over $[-1,1]$ must have its derivative $\left|p^{(1)}(x)\right| \leq d^{2}$ for all $x \in[-1,1]$.

- Chebyshev polynomials are a tight example for this theorem.


## Bypass this barrier via rational functions!

## Example: Approximating the Exponential

For all integers $d \geq 0$, there is a degree- $d$ polynomial $S_{d}(x)$ s.t. $\sup _{x \in[0, \infty)}\left|e^{-x}-\frac{1}{S_{d}(x)}\right| \leq 2^{-\Omega(d)}$.

## Example: Approximating the Exponential

For all integers $d \geq 0$, there is a degree- $d$ polynomial $S_{d}(x)$ s.t. $\sup _{x \in[0, \infty)}\left|e^{-x}-\frac{1}{S_{d}(x)}\right| \leq 2^{-\Omega(d)}$.

$$
S_{d}(x) \stackrel{\text { def }}{=} \sum_{k=0}^{d} \frac{x^{k}}{k!} \text {. (Proof by induction.) }
$$

## Example: Approximating the Exponential

For all integers $d \geq 0$, there is a degree- $d$ polynomial $S_{d}(x)$ s.t. $\sup _{x \in[0, \infty)}\left|e^{-x}-\frac{1}{S_{d}(x)}\right| \leq 2^{-\Omega(d)}$.

$$
S_{d}(x) \stackrel{\text { def }}{=} \sum_{k=0}^{d} \frac{x^{k}}{k!} \text {. (Proof by induction.) }
$$

- No dependence on the length of the interval!


## Example: Approximating the Exponential

For all integers $d \geq 0$, there is a degree- $d$ polynomial $S_{d}(x)$ s.t. $\sup _{x \in[0, \infty)}\left|e^{-x}-\frac{1}{S_{d}(x)}\right| \leq 2^{-\Omega(d)}$.

$$
S_{d}(x) \stackrel{\text { def }}{=} \sum_{k=0}^{d} \frac{x^{k}}{k!} \text {. (Proof by induction.) }
$$

- No dependence on the length of the interval!
- Hence, for any $\delta>0$, we have a rational function of degree $O(\log 1 / \delta)$ that is a $\delta$-approximation to $e^{-x}$. For most applications, an error of $\delta=1 /$ poly $(n)$ suffices, so we can choose $d=O(\log n)$.


## Example: Approximating the Exponential

For all integers $d \geq 0$, there is a degree- $d$ polynomial $S_{d}(x)$ s.t. $\sup _{x \in[0, \infty)}\left|e^{-x}-\frac{1}{S_{d}(x)}\right| \leq 2^{-\Omega(d)}$.

$$
S_{d}(x) \stackrel{\text { def }}{=} \sum_{k=0}^{d} \frac{x^{k}}{k!} \text {. (Proof by induction.) }
$$

- No dependence on the length of the interval!
- Hence, for any $\delta>0$, we have a rational function of degree $O(\log 1 / \delta)$ that is a $\delta$-approximation to $e^{-x}$. For most applications, an error of $\delta=1 /$ poly $(n)$ suffices, so we can choose $d=O(\log n)$.
- Thus, $\left(S_{d}(A)\right)^{-1} v \delta$-approximates $e^{-A} v$.


## Example: Approximating the Exponential

For all integers $d \geq 0$, there is a degree- $d$ polynomial $S_{d}(x)$ s.t. $\sup _{x \in[0, \infty)}\left|e^{-x}-\frac{1}{S_{d}(x)}\right| \leq 2^{-\Omega(d)}$.

$$
S_{d}(x) \stackrel{\text { def }}{=} \sum_{k=0}^{d} \frac{x^{k}}{k!} \text {. (Proof by induction.) }
$$

- No dependence on the length of the interval!
- Hence, for any $\delta>0$, we have a rational function of degree $O(\log 1 / \delta)$ that is a $\delta$-approximation to $e^{-x}$. For most applications, an error of $\delta=1 /$ poly $(n)$ suffices, so we can choose $d=O(\log n)$.
- Thus, $\left(S_{d}(A)\right)^{-1} v \delta$-approximates $e^{-A} v$.

How do we compute $\left(S_{d}(A)\right)^{-1} v$ ?

## Why any Rational Approximation is not Enough?

Factor $S_{d}(x)=\alpha_{0} \prod_{i=1}^{d}\left(x-\beta_{i}\right)$ and output $\alpha_{0} \prod_{i=1}^{d}\left(A-\beta_{i} /\right)^{-1} v$.

## Why any Rational Approximation is not Enough?

Factor $S_{d}(x)=\alpha_{0} \prod_{i=1}^{d}\left(x-\beta_{i}\right)$ and output $\alpha_{0} \prod_{i=1}^{d}\left(A-\beta_{i} I\right)^{-1} v$.

- Since $d$ is $O(\log n)$, sufficient to compute $\left(A-\beta_{i} I\right)^{-1} u$.


## Why any Rational Approximation is not Enough?

Factor $S_{d}(x)=\alpha_{0} \prod_{i=1}^{d}\left(x-\beta_{i}\right)$ and output $\alpha_{0} \prod_{i=1}^{d}\left(A-\beta_{i} I\right)^{-1} v$.

- Since $d$ is $O(\log n)$, sufficient to compute $\left(A-\beta_{i} I\right)^{-1} u$.
- When $A$ is Laplacian, and $\beta_{i} \leq 0$, then $A-\beta_{i} l$ is SDD!


## Why any Rational Approximation is not Enough?

Factor $S_{d}(x)=\alpha_{0} \prod_{i=1}^{d}\left(x-\beta_{i}\right)$ and output $\alpha_{0} \prod_{i=1}^{d}\left(A-\beta_{i} I\right)^{-1} v$.

- Since $d$ is $O(\log n)$, sufficient to compute $\left(A-\beta_{i} I\right)^{-1} u$.
- When $A$ is Laplacian, and $\beta_{i} \leq 0$, then $A-\beta_{i} l$ is SDD!
- $\beta_{i}$ s could be complex:
$S_{d}(x)$ has exactly one real zero $x_{d} \in[-d,-1]$ if $d$ is odd, and no real zeros if $d$ is even. Also, zeros of $S_{d}(x)$ grow linearly in magnitude with $d$.


## Why any Rational Approximation is not Enough?

Factor $S_{d}(x)=\alpha_{0} \prod_{i=1}^{d}\left(x-\beta_{i}\right)$ and output $\alpha_{0} \prod_{i=1}^{d}\left(A-\beta_{i} I\right)^{-1} v$.

- Since $d$ is $O(\log n)$, sufficient to compute $\left(A-\beta_{i} I\right)^{-1} u$.
- When $A$ is Laplacian, and $\beta_{i} \leq 0$, then $A-\beta_{i} l$ is SDD!
- $\beta_{i}$ s could be complex:
$S_{d}(x)$ has exactly one real zero $x_{d} \in[-d,-1]$ if $d$ is odd, and no real zeros if $d$ is even. Also, zeros of $S_{d}(x)$ grow linearly in magnitude with $d$.
- However, since $S_{d}$ has real coefficients, its complex roots appear as conjugates. Hence, the task reduces to computing $\left(A^{2}-\left(\beta_{i}+\bar{\beta}_{i}\right) A+\left|\beta_{i}\right|^{2} I\right)^{-1} u$.


## Why any Rational Approximation is not Enough?

Factor $S_{d}(x)=\alpha_{0} \prod_{i=1}^{d}\left(x-\beta_{i}\right)$ and output $\alpha_{0} \prod_{i=1}^{d}\left(A-\beta_{i} I\right)^{-1} v$.

- Since $d$ is $O(\log n)$, sufficient to compute $\left(A-\beta_{i} I\right)^{-1} u$.
- When $A$ is Laplacian, and $\beta_{i} \leq 0$, then $A-\beta_{i} l$ is SDD!
- $\beta_{i}$ s could be complex:
$S_{d}(x)$ has exactly one real zero $x_{d} \in[-d,-1]$ if $d$ is odd, and no real zeros if $d$ is even. Also, zeros of $S_{d}(x)$ grow linearly in magnitude with $d$.
- However, since $S_{d}$ has real coefficients, its complex roots appear as conjugates. Hence, the task reduces to computing $\left(A^{2}-\left(\beta_{i}+\bar{\beta}_{i}\right) A+\left|\beta_{i}\right|^{2} I\right)^{-1} u$.
- The matrix $\left(A^{2}-\left(\beta_{i}+\bar{\beta}_{i}\right) A+\left|\beta_{i}\right|^{2} I\right)$ is PSD but the condition number can be comparable to that of $A$.


## Why any Rational Approximation is not Enough?

Factor $S_{d}(x)=\alpha_{0} \prod_{i=1}^{d}\left(x-\beta_{i}\right)$ and output $\alpha_{0} \prod_{i=1}^{d}\left(A-\beta_{i} I\right)^{-1} v$.

- Since $d$ is $O(\log n)$, sufficient to compute $\left(A-\beta_{i} I\right)^{-1} u$.
- When $A$ is Laplacian, and $\beta_{i} \leq 0$, then $A-\beta_{i} l$ is SDD!
- $\beta_{i}$ could be complex:
$S_{d}(x)$ has exactly one real zero $x_{d} \in[-d,-1]$ if $d$ is odd, and no real zeros if $d$ is even. Also, zeros of $S_{d}(x)$ grow linearly in magnitude with $d$.
- However, since $S_{d}$ has real coefficients, its complex roots appear as conjugates. Hence, the task reduces to computing $\left(A^{2}-\left(\beta_{i}+\bar{\beta}_{i}\right) A+\left|\beta_{i}\right|^{2} I\right)^{-1} u$.
- The matrix $\left(A^{2}-\left(\beta_{i}+\bar{\beta}_{i}\right) A+\left|\beta_{i}\right|^{2} I\right)$ is PSD but the condition number can be comparable to that of $A$.

Desire: A rational approximation with negative poles.

## Rational Approximation with Negative Poles

- How about $(1+x / d)^{-d}$ ? Converges to $e^{-x}$ unif. over $[0, \infty)$.


## Rational Approximation with Negative Poles

- How about $(1+x / d)^{-d}$ ? Converges to $e^{-x}$ unif. over $[0, \infty)$.
- Convergence rate slow: at $x=1$ error is $\Theta(1 / d)$.


## Rational Approximation with Negative Poles

- How about $(1+x / d)^{-d}$ ? Converges to $e^{-x}$ unif. over $[0, \infty)$.
- Convergence rate slow: at $x=1$ error is $\Theta(1 / d)$.
- More generally, for every rational function of the form $1 / p_{d}(x)$, where $p_{d}$ is a degree- $d$ polynomial with real roots:

$$
\sup _{x \in[0, \infty)}\left|e^{-x}-1 / p_{d}(x)\right|=\Omega\left(1 / d^{2}\right)
$$

## Rational Approximation with Negative Poles

- How about $(1+x / d)^{-d}$ ? Converges to $e^{-x}$ unif. over $[0, \infty)$.
- Convergence rate slow: at $x=1$ error is $\Theta(1 / d)$.
- More generally, for every rational function of the form $1 / p_{d}(x)$, where $p_{d}$ is a degree- $d$ polynomial with real roots:

$$
\sup _{x \in[0, \infty)}\left|e^{-x}-1 / p_{d}(x)\right|=\Omega\left(1 / d^{2}\right)
$$

## Saff-Schönhage-Varga 1975

For every $d$, there exists a degree- $d$ polynomial $p_{d}$ s.t.,
$\sup _{x \in[0, \infty)}\left|e^{-x}-p_{d}\left(\frac{1}{1+x / d}\right)\right| \leq 2^{-\Omega(d)}$.

## Rational Approximation with Negative Poles

- How about $(1+x / d)^{-d}$ ? Converges to $e^{-x}$ unif. over $[0, \infty)$.
- Convergence rate slow: at $x=1$ error is $\Theta(1 / d)$.
- More generally, for every rational function of the form $1 / p_{d}(x)$, where $p_{d}$ is a degree- $d$ polynomial with real roots:

$$
\sup _{x \in[0, \infty)}\left|e^{-x}-1 / p_{d}(x)\right|=\Omega\left(1 / d^{2}\right)
$$

## Saff-Schönhage-Varga 1975

For every $d$, there exists a degree- $d$ polynomial $p_{d}$ s.t.,

$$
\sup _{x \in[0, \infty)}\left|e^{-x}-p_{d}\left(\frac{1}{1+x / d}\right)\right| \leq 2^{-\Omega(d)}
$$

## Sachdeva-V. 2014

Moreover, the coefficients of $p_{d}$ are bounded by $d^{O(d)}$, and can be approximated up to an error of $d^{-\Theta(d)}$ using poly $(d)$ arithmetic operations, where all intermediate numbers poly $(d)$ bits.
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Are Laplacian solvers necessary for the matrix exponential?
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- Substituting $t=e^{y}$ in the above integral obtains the identity $x^{-1}=\int_{-\infty}^{\infty} e^{-x e^{y}+y} \mathrm{~d} y$.
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