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● Have observation data

● Want the Causal Effect of X on Y 
● Not equal to

○ Confounding b.t. X and Y through U

Identifying Causal Effects from Observation Data

X Y

Z U
● Transform into expressions learnable from 

observational data

● Multiple formulas may exist

YX Z2

Formula 1: Adjustment Criterion using Z1

Formula 2: Frontdoor Criterion using Z2

Requires nuisance function estimation!

Do-calculus: transforms do-expressions 

Z1 U

● Causal graph: paths indicate causation

● Instead, want                                  from

X Y

Z U



● Have observation data

● Want the Causal Effect of X on Y 
● Not equal to

○ Correlations b.t. Z and X, Z and Y

● Instead, want
from 

Identifying Causal Effects from Observation Data

X Y

Z

X Y

Z

YX Z2

Z1

Formula 1: Adjustment Criterion using Z1

Formula 2: Frontdoor Criterion using Z2

Requires nuisance function estimation!

Do-calculus: transforms do-expressions 

● Transform into expressions learnable from 
observational data

● Multiple formulas may exist



For estimators using the back-door, the Augmented Inverse Propensity Weight estimator is optimal

● Need to estimate nuisance functions

○ The propensity score 

○ The conditional response

Estimation with nuisance functions and the AIPW estimator

● Generally estimate     on the first fold of data, then estimate 

● Worry: a slow                    estimation rate of     forces a “slow” rate for 

● Double/Debiased machine learning [Chernozhukov, et al. 2018]  shows that we can
recover fast                   rates for      under Neyman orthogonality



Selecting an Estimator

● Over-identified: have estimators                                 ; each estimator

○ is asymptotically linear:

○ needs covariates        with cost of collection     

○ has influence function       and nuisance function 

● Asymptotic variance

○ Such estimators exist for any identification formula [Jung, Tian, Bareinboim 2021]

● Can assume an uncentered influence function, 

● Goal: identify the best estimator                            to use for a large, observational study

○ e.g. choose lab tests/sensors/survey questions

○ Trade-off cost with statistical efficiency



Sequential Decision Problem                        Bandit Model

● Investigator allowed to dynamically sample data 

○ Can update what covariates are observed

● Model as a best-arm-identification bandit 
problem

○ Each estimator is an arm

○ Target: asymptotic variance, not mean

YX Z3

V1 Z1

V2 Z2



Estimating the Asymptotic Variance

● Our goal: estimate                                              , derive a finite-sample confidence set

● Our estimator       for data      (inspired by [Chernozhukov et al., 2016])

○ Randomly split       into two folds, 

○ Fit the nuisance function

○ Fit       with an empirical variance:

○ Do not have Neyman orthogonality



Confidence Sequence for the Asymptotic Variance



Bandit Algorithm 1: LUCB



Bandit Algorithm 2: Successive Elimination



Bandit Algorithms: Sample complexity Upper Bound



Experiments

YX ZM

ZmVm

● There are 2M-1 estimators for adjustment criteria
● There is an estimator using the frontdoor criterion with ZM



Non–Linear Experiments

YX ZM

Zm

●                        are sampled from a Gaussian process 
prior

● Noise is Gaussian

Vm



Thank you!


