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What is Sos ?

Alg . for deciding :

Does p.lk . . . ✗n) 20 , . . . . Pmlxi .. -Xn) 30

have a solution in R
"

?

( Parrilo '

01 , Lasserreal



Why Polynomial Systems ?
polynomials are highly expressive

combinatorial optimization robotics /
optimal control quantum info .

statistics / learning avg . case algos crypto



What is Sos ?

Degree - d Sospioof that
Pihl >o . . . Pm 1×120 : {9s = -29s , i 1×12 }

Selim
- I = -2 9s 1×1 ' Pj 1×1

SEEM]

Free



What is Sos ?
• Hilbert, .. .. Krivine -Stengle :

every unsatisfiable Pino . . . Pm70
has an Sos proof 1 ! )

• Parrilo - Lasserre : can decide existence

of degree d proof in 1mm/
Old ) time



What is Sos ?

Proving power us . running time

trade-off



Seems to capture best known alqs
for many problems (sometimes

provably optimal)

EI: Min-cut (G) =c
I

degree 0111 Sos proof ••§q
,

that no cut < c.



Seems to capture best known alqs
for many problems (sometimes

provably optimal)

EI: Max-cut (G) =c
①

degree-2 Sos proof •%•¥q
,

that no cut > c-
0.878

( Goeman, - Williamson '

95 ]



Seems to capture best known alqs
for many problems (sometimes

provably optimal)

EI: Max-cut (G) =c) optimal under UGC
① generalizes to

degree-2 Sos proof)a" "Ps.£q•%Baothat no cut > ¥878
IKKMO , Raghavendra .]

• G( Goeman, - Williamson '

95 ]



Sos + Avg . Case / Stat. inference

Sos gives best known algorithms for
canonical avg - case problems
- planted clique
- refuting random CSPs
- incl . set in Glnip)
- etc .



Sos + Avg . Case / Stat. inference

Sos gives best known algorithms for
canonical avg - case problems

Aside: recent revolution in
- planted clique
- refuting random Csps

505 for high-dimensional
statistics :

- incl . set in G (nip) - robust stats
- latent variable models

- etc . - tensor problems ,
{ more



Example : Planted Clique
Goal : distinguish Glnikl from Gln , 's)

+ K -clique

K >I /rn) : poly -time alqs known / Aks
'

97

Kern : conjecturally hard
many consequences , incl.

-

private - key crypto
fjvels -Peinad;D



Sos to detect a K - clique :

Given G , check if 7 Sos proof of :
" all cliques in G have CK vertices

"

vars Xi . . - ✗n

✗i=xi
look for Sos proof

✗ ixj --0 Hirxj} of unsatisfiability
2-✗i=k



Fatt : degree -d proof exists for k= I
2d

✗i=xi

proof for D= 2 : xix;=o Hix ; (Wh- P . )
2-✗i=k

① K2 = ([✗ i )h= [ Xixj centered adj . matrix
t

=¥j×i×, -¥;×i×j+¥;xixj=xTA×+¥ji×j
② ✗TAX = fnllxll'- Ex,aii= fnk - [cxiaii- rn[✗ i -×?
ei¥Éf - fnlk - Exit

①+② : fnk-K' = [Chait + pink stuff ☒



Sos+ Crypto
Before Jain-Lin -Sahai iO construction,
many iO candidates : structured

PRG , ⇒ iO
Lin -Tessaro

,

Ananth - Jain -Sahai.

Lin -Matt
, BUT : structured PRG candidates

Agrawal REPEATEDLY BROKEN
{Barak -Brake rski - Komayodsti- Kothari ' 17

,
Barak - HI

.

-Jain - Kothari -Sahai
'

18)



In light of algorithmic power of Sos

why lower bounds ?

narrow view : good to know when Sos alqs
attacks don't work

broad view : lens on hardness , esp. for)
"

Sos is

optimal
"

yallg. Case -→ / 1 ? ? )

hardness in stats source for crypto ?



Agenda

t.la/hatisSoS?2.SoS.learning.andcrypto-
3. Lower bounds : what we know

4. Lower bounds : what we hope for



Today : focus on average case
- CSPs
- Planted clique
-Boolean vec . in random subspace
- Ind . set in sparse graphs
- Sparse PCA
- Tensor PCA

/KNOW 16
,
BHKKMP 16

, GJJPRZO , JPRTXZI , HKPRSS
'

1? P'211



E± Planted clique

Thm . /BHKKMP+ Peng) : there is no degree
d-- ollogn) Sos refutation of
✗F-Xi , XiXi --0 for irxgj , [ ✗ i= n't

-01"

Wh-p for G-Glnikl .



Thm . /BHKKMP+ Peng) : there is no degree
Beyond → D= ollogn) Sos refutation of
poly-time ✗i=×i

,
✗ ixj :O for irxgj , [ ✗i= n't -01"

Wh-p for G-Glnikl .

Suggests retting is hard /for Sos ? ) in
poly time .

Often interpreted to mean distinguishing hard



How to prove an Sos lower bd .
[ ✗i= nt -0111-1=-2951×1 spjlxl ✗F-Xi ,

SE [m) xixj :O for itGj ,

Necessary { Sufficient : pseudoexpectation
É : 1121×1%1 → IR Éplxl lxi-xil-0.tl p
E- 1=1 É plxifxi-14=0 ,# p
Ep' >0 Éplxlxixj -0,Hp



Need map G→ Ég
Pseudocalibration : construction of

such a map from hard distinguishing
problem e.g. Glnikl us Glnikl

Ho + K -clique
Idea : low -degree moments of

H '

Hi define É



All known avg . case Sos 1.b .'s

can lor should be) proved via

pseudocalibration
Analysis remains

- CSPs
- Planted clique case-by-case :
-Boolean vec . in random subspace
- Ind . set in sparse graphs

- random matrices
- Sparse PCA - random graphs,
- Tensor PCA

expansion



All known avg.casesosl.b.is
can lor should be) proved via

pseudocalibration
Analysis remains numerous open

- CSPs
- Planted clique problems
-Boolean vec.in random subspace

(A)e-by -case :
- in,.se ,- in sparse graphs

- random matrices} -understand- Sparse PCA - random graphs,
- tensor PCA

expansion
random matrices
WI dependent
entries



3. Lower bounds : what we know

•a bunch of 1.b.'s for avg
- case refutation

problems , with matching algos
• a canonical technique which we still
struggle to analyze



Agenda

t.la/hatisSosT3.LoiNerbovnds:whatweknow-÷÷:÷÷:÷::÷:*



Things we don't understand



Refutation vs Distinguishing
For stats { crypto i usually want
hardness for distinguishing 2 distn's

Sos natively does refutation

How do we interpret Sos 1-b. 's for distinguishing?



III. Planted Clique
Could try to refute
✗F-Xi , xixj = 0 for ixj , [ ✗ i=k ,

and PIG ,✗120

for any low -degree ps.t.pl G.✗120

Whp for G. ✗~ Glhihltk -clique



EI . Distinguishing random CSPs from

CSPs w/ planted solutions

• Usual refutation problem :

for random CSP
,
refute existence of

satisfying assignment
• Kothari - O'Donnell - Schramm : balanced assign?

2-Xi --0



A very partial resolution :

refutation lower bounds proved using

pseudocalibration
"
should not

"

have this problem

É from pseudocalibration should rule out Sos

for all low-degree refutation problems derived
from a distinguishing problem



The Role of Noise

/More) serious roadblock to using Sos to

understand complexity of avg -case problems:

There are Sos lower bounds for easy problems
! !



EI. 3✗OR is easy by Gaussian elimination
BUT : degree rlnl Sos cannot refute random

3×012 !



Sos is inherently noise -robust
⇒ cannot accurately capture the

complexity of
"

non - robust
"

problems



Can hope to use Sos lower bounds to

reason about complexity of distinguishing
problems when :

- ad corresponding refutation problems
have suitable Sos 1.b-'s

- everything is a little noisy



4. Lower bounds : what we hope for

Low -Degree Conjecture : Ho us H , on 1+-111%1
Ho product , H , Sin - symmetric .

Not distinguishable via wllogn) moments
I

Ho vs HT not distinguishable in poly time
~

Noisy Hi



4. Lower bounds : what we hope for
Sos
Low -Degree Conjecture : Ho us H , on 1+-111%1
Ho product , H , Sin - symmetric .

Not distinguishable via wllogn) moments
I

Ho vs Ñ, not distinguishable by 011) - deg.
Sos



A few open problems :
• Sos low degree conjecture

special case :
"

Kesten -Sti gum
" threshold

for sparse graph models
• Non - product distributions

important for crypto applications

• Random matrices with dependent entries


