Breakthroughs — Locally Joint with
Testable Codes with Constant
Rate, Distance, and Locality

Shai Fvra
Ron Livne

Alexander Lubotzky

Shahar Mozes

P

SIMONS
'] INSTITUTE Berkeley




| ocally Testable C

A linear error-correcting code i¢ a linear subgpace C C {0,1}"

dim(C , w; #0
Rate = i ), Digtance = MiN,.e e\ (0) 0w 70}
n n
Acode Cig it there ig a fester T that hag query access to a given word

w, readg ( randomized bits from w and aceepts / rejects, such that
+ [t w e C then Pr[T aceepte] = 1

+ [t w & C then Pr(T rejects] > const - dist(w, C)

= the locality of the tegter



Historical backgrounao

+ LTCg were studied implicitly in early PCP workg [BluntubyRubinfeld 1990, BabaiFortnowlund 1990, )

-+ Formally defined in worke on low degree teete [Fried-Sudan, Rubinfeld-Sudan] ~ 1995

-+ Spielman in hig BhD thegig (1996), writeg:

“A checker would be able to read only a constant number of bits of a received signal and then
estimate the chance that a decoder will be able to correct the errors, then the checker can instantly
request a retransmission of that block, before the decoder has wasted its time trying to decode the

message. Unfortunately all known codes with local-checkers have rate approaching zero.”

+ A gystematic study of LTCg wag initiated by Goldreich and Sudan in 2002.
“what i the highest posgible rate of an LTC?”



Historical backar

y Sequenoe of WOFkQ (BenSageon-Sudan-Vadhan-Wigdereon2003, BenSageon-Goldreich-Hargha-Sudan-Vadhan2004, Ben-Sageon-Sudan2005,
Dinur2005) achieved rate = [/polylog & congtant localitytdistance

- “e3 LTCq” (eonstant rate, eonstant digtance, eongtant locality) - experte doubt exigtence. Regtricted lower

boundg are chown [BenSagson-Hargha-Raghkhodnikova2O05, Babai-Shpilka-Stetankovie2005, BenSageon-Gurugwami-Kautman-Sudan-
Viderman2010, D.-Kaufman20l]

- Fix rate to congtant, gef localh‘g (log n)log logn. [Kopparty-Meir-RonZewi-Saraf2017, Gopi-Kopparty-OliveiraRonZewi-Saraf2OI8]
(forget about PCPg, inject expanderg)

+ Aftine invariance [Kaufiman-Sudan2007,..: what makeg propertieg tegtable

‘ ngh dimengiona( expangion: [008[ 10 g[oba[ feafureg [Garland 1973, Kautman-Kazhdan-Lubotzky 2014, Evra-Kautman 2016, Oppenheim
2017, D-Kaufman 2017, D.-Hargha-Kaufman-LivniNavon-TaShma 2019, Diketein-D.-Hargha-Kaufman-RonZewi 2019, Anari-Liu-OveieGharan-Vinzant2OI9]



We even had a cummer clugter at the Simone [ngtitute in 2019
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There exist r,6 > 0 and ¢ € N and an explicit congtruction ot an infinite family of error-
correcting codes {C, }, with rate > r, digtance > & and locally testable with q queries.



Plar

. Expander codeg
2. New: left-right Cayley complex, “a graph-with-gquareg”
3. Define the code on the complex / graph-with-gquares

4. Properties of the code



Expand

- Callager (1963): A random LOOC code hag
good rate & digtance

- Tanner (198l!): Dlace a emall bage-code
C, C {0,1}9 on each congtraint node.
Congider varioug bipartite graph gtructureg

- Sipger & Spielman (1996): Explicit expander-
codeg: Tanner codeg uging edgeg of an
(explicit) expander

-
S
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factor graph

C= Ewe{o',j"\' Y ve(m) eng".:O MOdl}

C = Ewe{o'ljv‘“;‘dve[mj wl
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Expander Codes [SS'96)]

(Biven .
. A d-regular /—expander graph G on n verticeg / Z\ //
2. A bage code C, C {0,1}¢ with rate 7, digtance & ./ \

Let l\ |

Edges Vertices

C, congtraintg



Expander Codes [SS'96)]

(Biven .
. A d-regular /—expander graph G on n verticeg / Z\//
2. A bage code C, C {0,1}¢ with rate 7, digtance \,/ ./ \
Let /g\ L

y DiM( C ) > bite - #eongtrainte = Edges Verticeg

[E| = |V|-(1 =ryd=|E|Qry—1) rate pogitive if r, > 1/2
- Distance > 6,5, — 4)
-+ Linear time decoding !

C, congtraintg

i

+ Locally teatable?



Expander Codes [S

are typically not locally testable

+ No need to put same bage code at each vertex ‘ Z\ /
- Remove one congtraint from the bage-code of v, Z/ /<
+ New codewords are far from old code, but violate only one L\

congtraint



Expander Codes, one level up

Squareg Edges Verticeg
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bitg C, congtrainte  dependencieg

factor graph



Expander Codes, one level up

Squareg Edges Verticeg

° ° ®
° ° ®
° °
° °
°
°
°
°
bitg C, congtrainte  dependencieg

factor graph



| eft-right Cayley Complex

“a graph with squares’

Let G be a finite group,
Let A € G be cloged under taking inverseg, ie. suchthata € A — a~ '€ A

CaylG,A) i a graph with vertices G, and edges £, = {{g.ag} : g € G,a € A}

q‘j %9
AW\;’ % §

d
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| eft-right Cayley Complex
“a graph with squares’
(a~!,agh,b™)

agb

Each triple a € A, g € G, b € B define a rooted square (a, g, b)

Each square can have 4 roots,

(@', ag,b) ) <>J6 (a,gb,b™")

7

[a,g,b] = { (a,g,b), (a ' ag,b), (a',agb,b™"), (a,gb,b™")}
(a,g,b)

Thig gquare naturally containg
- The edges {9,291, {,b, {gb,agh}, {ag,agby,
+ The verticeg g,a0,0b,a0b

The get of squareg is X(2) = {[a,g,b]l: g€ G,a€ A, bEB} = AXGXB/ ~



| eft-right Cayley Complex Cay2(A,G,B)

Let G be a finite group, and let A, B ¢ G be cloged under taking inveres.
The left-right Cayley complex Cay”(A,C,5) hag
- Verticea G
+ Edges £, U E,
Ey=118.a8}: g€ G,a€ A}, Ep={ig8.8b}:g€G,b€E B}
+ Squareg Ax G x B/~
We eay that Cay?(A,G,B) ia a 1-expander if Cay(G,A) and Cay(G,B) are 1-expanderg.

Lemma: For every 4 > 0 there are explicit infinite families of bounded-degree left-right Cayley complexes that
are A-expanders.



| eft-right Cayley Complex

“a graph with squares’

Squareg touching the edge {g,aq}

are naturally identified with B
b la,g,b]

Squares touching the edge {g,gb}

are naturally identified with A
av— [a,g,b]
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A vertex g hag [Al + (B neighbora
For each a € A, b € B there ig one square touching g,

90 there ig a natural bijection” (a, b) ~ [a, g, b]

*itie g bijeoﬁon assuming Va, b, g, g lag # b



| eft-right Cayley Complex

“a graph with squares’

Squareg touching the edge {g,aq}

are naturally identified with B
b la,g,b]

Squares touching the edge {g,gb}

are naturally identified with A
av— la,g,b]

*QLR A vertex g hag |Al + Bl neighbors

= B there ig one gquare touching g,

bijecﬁon" (a,b) — |a, g, b]

*itie 4 bijeaﬁon asauming Va, b, g, g lag # b



The C

Lot be a left-right Cayley complex.
Fix bage codes C, C {0,1}4, C, C {0,1}8 (aseuming we can take one bage code and let )
Define a code CODE = C[G, A, B, C,, Cy]:
+ The codeword bite are placed on the squares Q \ < i
+ Each edge requireg that the bite on the squares around it are in the bage code \ \G 7
N

CODE = {f: Squares — {0,1} : Va,g,b, f(-.,g.b]) € Cy, f(a,g,-]) € Cy}

Rate: > 4r,— 3 [ cale: #squares - #eongtraintg |

Distance: > 53(5, — 4)  [eagy propagation argument]



| ocal views are tensor codes

Claim: Fix feCODE. Foreachg € G, f([-,g,-1) € Cx ® C, 5

Theorem: Aceume Cay(A,3,8) ie a A-expander, and C, ® Cy ig p-robugtly

tegtable. [t 4 < §,p/5, then C[G, A, B, C,, Cg] ig locally testable.

The tegter i a2 follows:

1. Select a vertex g uniformly,

2. Read f on all |A]|-|B]|squares touching g, namely f([:-,g,]).

3. Accept 1ff this belongs to(C, ® Cy

Then Pr[A[-,g -] & C, ® Cg) > const - dist(f, C[G, A, B, Cy, Cgl)
gelCG

CODE = {f: Squares — {0,1} : Va,g,b, f(-,g,b]) € Cy, fla,g, - ]) € Cg)




Robustly-testable tensor c

Definition [Ben-Sageon-Sudan'O5): €, ® Cy e p-robugtly testable if for all
w:AXB — {01}, p - dist(w, C, ® Cp) < row-digtance + column-digtance

Row-digtance : average digtance ot each row to C,

Column-digtance : auerage distance of each column to Cy

Lemma [Ben-Qaeeon-Qudan’05, Dinur-Sudan-Wigdereon2006, Ben-Saggon-Viderman2009];

For every r>O there exist bage codes with rate r and congtant distance whoge tengorg
are robuatly-teatable. (Random LOPC codeg, LTCe)




Proot of local-t

Start with £: Squares — {0,1} and find f € C, dist(f,f) - const < r‘g](f)

ALG “self-correct”

1. Init: Each g€ G finds T, € C, ® Cy closest to - atepe < @~ rejlf]

.81 + [f output f'then
[ define a progress measure @ = # dispute edges ] dist(f, 1) - const < rej(f))

2. Loop: If g can change T, and reduce © then do it . h‘gef otuck—> rgj({)>O[go

3. End: If @ =0 let f’([a,g,b])=Tg(a,b) and output f’, dist(f, ") - 0.1 < rej(f)

otherwise output “stuck”



Proof of local-tes

If ALG “self-correct” ig stuck thenrej(f) > O.l

+ It g,9” are in digpute, there mugt be many squares on {g,q’} with %i §
3

further digpute edgeg

- Can try to propagate, but, they all might be clumped around g

- But then g°a neighborg all agree, 2o there mugt have been 4
better choice for Tg (uging the LTCneag of tengor codeg)

+ Random walk on the edges + expangion ==> digpute get i large %] K



Main Result

Theorem: There exigt r,6 > 0 and g € N and an explicit construction ot an infinite family of error-correcting codes

{C,}, withrate > r, distance > & and locally testable with q querieg.

Croof: Take

. Family of bage codes {C,}, with rate > 7 and congtant robugtness p and digtance o
2. Set 1 emall enough wrt 6 and
3. Choose a tamily {Cay*(A,, G,, B,)}, of A expanding left-right Cayley complexeg, with d = |A,,| = | B,| = O(1/2%)

4. Output {C[G,,A,,B,, C,, C,l1},



High dimensi

The idea ot uging a higher-dimengional complex ingtead ot a graph for LTCg hag been circulating a number of years.
HOXa exhibit local-to-global features:

[Garland 1973, Kautman-Kazhdan-Lubotzky2 Ol<t, Evra-Kaufman20l6, Oppenheim2017, D.-Kautman2017, D.--
Hargha-Kaufman-LivniNavon-TaShma2 018, Anari-Liu-OveieGharan-Vinzant2019]

Diketein-D.-Hargha-Ronewi2O19 proved that if one defineg a code on a HOX uging a bage code that iteelf i an LTC,
(and if there ig an agreement-tegt), then the entire code ie an LTC.

Recently aleo Kaufman-Oppenheim2O2! proved a similar “echema’”.

How to“ingtantiate” thie? ...we worked on the Lubotzky-Samuele-Vighne complexes (quotiente of BT buildingg), and
have conijectured bage codeg, but no proof of local LTCnegg



Some a

+ Can one congrtuct LTCg on other HOX'e such ag LSV simplical complexea?
+ Can one congtruct higher dimengional cubical complexes gimilarly?

+ Can thege LTCae be uged for constructing OCPe?



