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Trials and errors:
Ø Try the current strategy and collet feedbacks
Ø Use the feedbacks to improve the strategy

How to reduce the amount of trials (samples)? 
Ø Model-based RL
Ø Offline RL, imitation learning
Ø Meta, multi-task, lifelong, continual RL  
Ø Hierarchical RL 
Ø … 

millions of games 



Ø Given: ℬ = a collection of trajectories sampled from some policy #$
(under the true dynamics %⋆)

() ∼ +,- ⟶ (/ ⟶ (0 ⟶ (1 ⟶ (2 ⋯⋯
#$(()) #$((/) #$((0) #$((1)

Ø Reward 5 (6, 86 ∈ ℝ (assumed to be known wlog)
Ø Goal: learn a policy # that maximizes the expected return 
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;⋆(#):= =,-∼>?-[5 (), 8) + 5 (/, 8/ + 5 (0, 80 + ⋯ ]

Ø Offline: interactions with the real environment are not allowed!



goal

!"
Batch data ℬ

Figure from [Learning Self-Correctable Policies and Value Functions from 
Demonstrations with Negative Sampling . Luo-Xu-M.’19]

Ø Learning with the batch ℬ only guarantees accurate predictions on the 
batch data distribution

Ø E.g., Q-learning on ℬ over-estimates the Q-function outside the support 
of the batch

Ø Reward = -1 if not reaching the goal
Ø $⋆ = − distance to goal  

Ø Learned value function 
Ø Correct on ℬ
Ø Wrong outside ℬ
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Ø Stay inside the support of the batch data distribution 
Ø only visit those (", $) that you are certain about

A partial list of prior or concurrent work
Ø BCQ [Fujimoto et al.’19]

Ø BEAR [Kumar et al.’19]

Ø BRAC [Wu et al.’19]

Ø VINS [Luo et al.’19]
Ø CQL [Kumar et al.’20]

Ø …

Q: Can we risk leaving the support of the batch data in exchange for 
higher return?  



Restaurant 1 Restaurant 2 Restaurant 3 Restaurant 4

10 reviews
4.65 stars

100 reviews
4.4 stars

10K reviews
4.3 stars

1 reviews
4.7 stars

Ø Can only pull your arm once! 

Ø “Strong conservatism”:  only considering restaurants with prob. > 2% in 
the batch data
Ø Choice = Restaurant 4



max$ lower-confidence(*)

Restaurant 1 Restaurant 2 Restaurant 3 Restaurant 4

10 reviews
4.65 stars

100 reviews
4.4 stars

10K reviews
4.3 stars

1 reviews
4.7 stars

[3.7, 5.7] 

Confidence interval (error bar ≈ 1/ /):

[4.33, 4.94] [4.3, 4.5] [4.29, 4.31] 



Step 1: build uncertainty quantification of return
!⋆ # ∈ !̂ # ± ' #

Step 2: maximize the lower confidence bound
max+ !̂ # − ' #



Ø A model-based approach
Ø UQ for the learned dynamics → UQ for the return

Ø Learn a dynamical model "# on the batch data which is assumed to 
deterministic (for now) 

Ø Calibrated model: assume error estimator $(⋅,⋅) for "# satisfying
|| "# *, + − #⋆ *, + || ≤ $(*, +)

Ø Assume the value function  /0,1⋆ is 2-Lipschitz

Theorem: Let 4̂(5) be the return on the learned dynamics, then  
4⋆ 5 ∈ 4̂ 5 ± 8 5

where e 5 = ;<
=>< ⋅ ? @,A ∼0, "1 $ *, +



Stochastic

Ø Assume !",$⋆ ∈ ' ⋅ ℱ where ' ∈ ℝ
Ø Assume error estimator +(⋅,⋅) for learned  (stochastic) dynamics . sat.

/ℱ . 0, 1 , .⋆ 0, 1 ≤ + 0, 1
where /ℱ is integral probability metric (IPM) between two dist. w.r.t ℱ.

Ø If !",$⋆ is 3-Lipschitz, then /ℱ = the Wasserstein distance (and ℓ5-
distance if dynamics is deterministic)

Ø If !",$⋆ is bounded, then /ℱ = TV-distance. 

Ø If !",$⋆ is in some kernel space, then /ℱ = maximum mean discrepancy 
(MMD).



Lemma: under the assumption above, we have
!⋆ # ∈ !̂ # ± ' #

for ' # = ) *,, ∼.,/ 0 ⋅ 2 3, 4 with 0 = 56
786.



Ø !⋆ # − !̂ #
= '( ),+ ∼-, ./ ()0∼./ ),+ [2-,/

⋆ 34 ] − ()0∼/⋆ ),+ [2-,/
⋆ 34 ]

≤ '( ),+ ∼-, ./ 6 ⋅ 8ℱ ( .; 3, < , ;⋆ 3, < )

telescoping sum

Def. of IPM



Lemma: under the assumption above, we have

!⋆ # ∈ !̂ # ± ' #
for ' # = ) *,, ∼.,/ 0 ⋅ 2 3, 4 with 0 = 56

786.

Step 2: Optimize !̂ # − ' # = ) *,, ∼., :/ ; 3, 4 − 0 ⋅ 2 3, 4
A.  Define a MDP <= with the learned dynamics :> and penalized reward

?; 3, 4 = ; 3, 4 − 0 ⋅ 2 3, 4
B. Find the optimal policy of <= with off-the-shelf RL algo.

Ø Implementation of UQ: use ensemble as a heuristic for 2(3, 4)



Theorem: Let ! " = $ %,' ∼), *+[- ., / ] which captures the risk. The 
policy 1" found by MOPO satisfies: 

2⋆ 1" ≥ sup
)
{2⋆ " − 2; ⋅ !(")}

Two ends of the spectrum: 

Ø Taking " = "@, then 2⋆ 1" ≥ 2⋆ "@ − 2;! "@ ≈ 2⋆ "@

Ø Taking " = "⋆, then 2⋆ 1" ≥ 2⋆ "⋆ − 2;! "⋆

≈ 0 bc. no dist. shift

depends on how far "⋆ is 
from the batch data dist.



Ø[Fu et al.20’] D4RL: Datasets for deep data-driven reinforcement learning



Ø ant-angle
Ø batch: ant runs forward
Ø Task: ant is supposed to run to the direction with degree 30

Ø cheetah-jump: 
Ø batch: cheetah runs forward
Ø Task: cheetah is supposed to jump

Ø Situations where the agent has to take the risk of leaving the support of 
the batch data to achieve high reward



Ø Situations where the agent has to take the risk of leaving the support of 
the batch data to achieve high reward



This talk: 

Ø MOPO: offline model-based RL with a reward penalty from uncertainty 

quantification

Open questions: 

Ø Tighter uncertainty quantification?  

Ø Less conservative than optimizing lower confidence bound?

Ads of RL work by my group: 

Ø Model-based vs model-free through the lens of expressivity: 

Ø On the Expressivity of Neural Networks for Deep Reinforcement Learning. ICLM 2020

Ø Addressing distribution shift in meta-RL: 

Ø Model-based Adversarial Meta-Reinforcement Learning. to appear at NeuRIP’20


