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... WITH LUCK, WE REACH A CONTRADICTION AND THEREBY PROVE SOMETHING. BUT SUPPOSE ONE ASKS AN UNNATURAL STATEMENT ABOUT PRIMES, SUCH AS THE TWIN PRIME QUESTION. PERHAPS ON THE BASIS OF STATISTICAL CONSIDERATIONS, WE EXPECT THE PRIMES TO SATISFY THIS LAW. BUT THE PRIMES SEEM RATHER RANDOM, AND IN ORDER TO PROVE THAT THE STATISTICAL HYPOTHESIS IS TRUE WE HAVE TO FIND SOME LOGICAL LAW THAT IMPLIES IT. IS IT NOT VERY LIKELY THAT, SIMPLY AS A RANDOM SET OF NUMBERS, THE PRIMES DO SATISFY THE HYPOTHESIS...
Therefore, my conclusion is the following. I believe that the vast majority of statements about integers are totally and permanently beyond proof in any reasonable system. Here I am using proof in the sense that mathematicians use that word. Can statistical evidence be regarded as proof? I would like to have an open mind and say why not? If the first ten billion zeros of the zeta function lie on the line whose real part is ½, what conclusion shall we draw? I feel incompetent even to speculate on how future generations will regard numerical evidence of this kind. In this pessimistic spirit, I may conclude by asking: if we are witnessing the end of the era of pure proof, begun so gloriously by the Greeks, I hope that mathematic lives for a very long time, and that we do not reach that dead end for many generations to come.
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DICHOTOMY: IN A TYPICAL NUMBER THEORETIC PROBLEM, EITHER THERE IS A RIGID ALGEBRAIC STRUCTURE (E.G. A FORMULA) OR THE ANSWER IS DIFFICULT TO DETERMINE AND IN THAT CASE IT IS RANDOM W.R.T SOME PROBABILISTIC LAW.

- THE LAW CAN BE QUITE UNEXPECTED AND TELLIN
- ESTABLISHING THE LAW CAN BE VERY DIFFICULT AND IS OFTEN THE CENTRAL ISSUE.

THE RANDOMNESS PRINCIPLE HAS IMPLICATION IN BOTH DIRECTIONS.

⇒ UNDERSTANDING AND PROVING THE LAW ALLOWS FOR A COMPLETE UNDERSTANDING OF A PHENOMENON.

⇐ THE FACT THAT AN EXPLICIT ARITHMETICAL OR DIOPHANTINE PROBLEM BEHAVES RANDOMLY CAN BE OF GREAT PRACTICAL VALUE.

E.G.: TO PRODUCE PSEUDO-RANDOM NUMBERS.
We illustrate the dichotomy with examples.

(A) $\pi = 3.14159265358979323846\ldots$

Is it normal? It is known that that it is not too structured, it does not have a periodic decimal, but while it is surely normal this seem hopeless to prove.

(B) Arithmetic and quadratic Diophantine Equation:

Primes:

\[
\begin{align*}
\begin{array}{cccccccccccccccccccc}
2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
\end{array}
\end{align*}
\]

... Are they random or structured?

$\pi(x)$: = The number of primes less than $x$.

Prime Number Theorem (1896)

As $x$ goes to infinity, $\frac{\pi(x) \log x}{x} \rightarrow 1$. 

GAUSS SUMS:

\[ p \text{ an odd prime} \]

\[ g(p) = \sum_{x=0}^{p-1} e^{2\pi i x^2/p} \]

Since \( e^{2\pi i m} = 1 \) for \( m \in \mathbb{Z} \), the sum takes place for \( x \) in arithmetic modulo \( p \), that is only depends on the remainder when \( x \) is divided by \( p \).

\[ \mathbb{F}_p := \{ 0, 1, \ldots, p-1 \} \]

with the usual rules of arithmetic is a "field".

\[ g(p)^2 = \begin{cases} p & \text{if } p \equiv 1(4) \\ -p & \text{if } p \equiv 3(4) \end{cases} \]

Which square root is \( g(p) \)?

GAUSS:

\[ g(p) = \begin{cases} \sqrt{p} & p \equiv 1(4) \\ i\sqrt{p} & p \equiv 3(4) \end{cases} \]
From correspondence of Gauss to Le Blanc (= Sophie Germain) and Wilhelm Olbers.

This theorem is already hinted at in the Disquisitiones Arithmeticae, p. 636 or more precisely, only a special case of it, namely the one where \( n \) is a prime number, to which the others could be reduced. What is written there between Quaecunque igitur radix etc. and valde sunt memorabilia, is rigorously proved there, but what follows, i.e., the determination of the sign, is exactly what has tortured me all the time. This shortcoming spoiled everything else that I found; and hardly a week passed during the last four years where I have not made this or that vain attempt to untie that knot—especially vigorously during recent times. But all this brooding and searching was in vain, sadly I had to put the pen down again. Finally, a few days ago, it has been achieved—but not by my cumbersome search, rather through God’s good grace, I am tempted to say. As the lightning strikes the riddle was solved; I myself would be unable to point to a guiding thread between what I knew before, what I had used in my last attempts, and what made it work. Curiously enough the solution now appears to me to be easier than many other things that have not detained me as many days as this one years, and surely no one whom I will once explain the material will get an idea of the tight spot into which this problem had locked me for so long. Now I cannot resist to occupy myself with writing up and elaborating on this material. However, my astronomical work should not be completely neglected all the same.
STRUCTURED ANSWERS:

Closely related is his famous Quadratic Reciprocity:

If \( p, q \) are primes \( \equiv 1 (4) \), then \( p \) has a square root mod \( q \) iff \( q \) has a square root mod \( p \).

This kind of structured reciprocity is the origin of modern reciprocities, class field theory and Langlands reciprocity in automorphic forms.

STICKING TO ARITHMETIC OF \( \mathbb{F}_p \), as \( x \) advances linearly through \( 1, 2, \ldots, p-1 \), how do the numbers \( x^{-1} \mod p \) arrange themselves?

Except for the first few \( (1^{-1} = 1) \) there appear to be no rule for \( x^{-1} \), \( x \to x^{-1} \) looks like a random involution.

One measure is: \( S(\alpha, p) = \sum_{x=1}^{p-1} e^{2\pi i \alpha x / p} e^{2\pi i x / p} \).

**FACT:** \( |S(\alpha, p)| \leq 2\sqrt{p} \).

This follows from the proven "Riemann Hypothesis" for curves over finite fields.
The fact that the operation $x \rightarrow x^2 \pmod{p}$ is in this way pseudo-random is at the source of various constructions.

_Ramanujan graphs:_

These are explicit and optimally highly connected sparse graphs ("expanders").

**Construction:** $p \equiv 1 \pmod{20}$ prime

Let $1 \leq i \leq p-1$ satisfy $i^2 \equiv -1 \pmod{p}$ (repeated)

$1 \leq \beta \leq p-1$ satisfy $\beta^2 \equiv 5 \pmod{p}$ ("")

$$S = \left\{ \frac{1}{\beta} \begin{bmatrix} 1+2i & 0 \\ 0 & 1+2i \end{bmatrix}, \frac{1}{\beta} \begin{bmatrix} 1 & \pm 2 \\ \pm 2 & 1 \end{bmatrix}, \frac{1}{\beta} \begin{bmatrix} 1 & \pm 2\beta \\ \pm 2\beta & 1 \end{bmatrix} \right\}$$

A set of six matrices in "$\text{SL}_2(\mathbb{F}_p)$", the group of 2x2 matrices with determinant 1.

The six regular graph $V_p$ whose vertices are the matrices $g$ in $\text{SL}_2(\mathbb{F}_p)$ (there are about $p^3$ of them) and whose edges run between $g$ and $sg$ with $s \in S$, is a Ramanujan graph.
Figure 1: A ball of radius 4 in the Lubotzky–Phillips–Sarnak 6-regular Ramanujan graph on $n = 12,180$ vertices via $\text{PSL}(2, \mathbb{F}_{29})$
(a) They have optimal spectral expansion properties, essentially optimally small diameter.

(b) One can navigate the graph efficiently (polynomial in path length). If $g$ and $h$ are in $V_p$ and $g^{-1}h$ is diagonal then one can find the shortest path from $g$ to $h$. In general this allows us to find a path which is three times longer than optimal.

(c) The problem of finding the shortest path from $g$ to $h$ in these graphs is NP-complete!

[*] The function field Riemann Hypothesis and automorphic forms are crucial ingredients in the analysis.

(10) The existence of (bipartite) Ramanujan graphs of any degree was achieved more recently using ideas from statistical physics (Lee-Yang type theorems) and interlacing polynomials. This theme is one of the central ones in the polynomials program this semester.
SIMILAR IDEAS CONNECTED WITH THE DIOPHANTINE \(8\) ANALYSIS OF
\[x_1^2 + x_2^2 + x_3^2 + x_4^2 = n\]
leads to the construction of optimal universal gates for quantum computing "golden gates".

<table>
<thead>
<tr>
<th></th>
<th>CLASSICAL</th>
<th>QUANTUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 BIT</td>
<td>({0,1})</td>
<td>(\psi \in \mathbb{C}^2), (</td>
</tr>
<tr>
<td>(n) BITS</td>
<td>({0,1}^n)</td>
<td>(\psi \in \mathbb{C}^n)</td>
</tr>
<tr>
<td>1 BIT GATE</td>
<td>(\sim)</td>
<td>(A \in U(2)), (A^*A = I).</td>
</tr>
<tr>
<td>2 BIT GATE</td>
<td>(\land)</td>
<td>CNOT (x = \begin{bmatrix} 0 &amp; 1 \ 1 &amp; 0 \end{bmatrix})</td>
</tr>
<tr>
<td>UNIVERSAL</td>
<td>(\sim, \land)</td>
<td>CLIFFORD + T + CNOT</td>
</tr>
</tbody>
</table>

TEXT BOOK QUANTUM GATES:

1-QUBIT
- HADAMARD
- PHASE
- \(\frac{\pi}{8}\) OR T

\[H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}\]
\[S = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}\]
\[T = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{bmatrix}\]

\(H\) AND \(S\) GENERATE A FINITE SUBGROUP OF \(U(2)\) OF ORDER 24; THE CLIFFORD GROUP. ADDING T TO THESE YIELDS A UNIVERSAL SINGLE QUBIT GATE SET, WHICH IS OPTIMAL FOR APPROXIMATION AND NAVIGATION (IDENTICAL TO \(SL_2(\mathbb{F}_5)\) FEATURES).
One of the most elusive number theoretic functions, both theoretically and computationally, is $\lambda(n)$ the parity of the number of prime factors of $n$.

$$\lambda_3(n) = \text{parity of the number of prime factors } p \text{ dividing } n, \ p \equiv 3 \quad (4)$$

$$\lambda_1(n) = \text{parity of the number of prime factors } p \text{ dividing } n, \ p \equiv 1 \quad (4)$$

For $n$ odd

| $n$ | 1 | 3 | 5 | 7 | 9 | 11 | 13 | 15 | 17 | 19 | 21 | 23 | 25 | 27 | 29 | 31 | 33 | 35 | 37 | 39 |
| $\lambda_3(n)$ | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 |
| $\lambda_1(n)$ | 1 | 1 | -1 | 1 | 1 | -1 | -1 | -1 | 1 | 1 | 1 | 1 | -1 | 1 | -1 | 1 | -1 | -1 | -1 | -1 |
| $\lambda(n)$ | 1 | -1 | -1 | -1 | 1 | -1 | -1 | 1 | -1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 |

- $\lambda_3(n)$ is clearly structured.
- $\lambda_1(n)$ and $\lambda(n)$ appear to be random.

It is expected that $\lambda$ has no self correlations (no patterns have been observed), and as a consequence that $\lambda$ is uncorrelated or “disjoint” from any sequence observed in a zero entropy dynamical system:

$$\frac{1}{N} \sum_{n \leq N} \lambda(n)f(n) \to 0 \quad \text{as } N \to \infty \text{ for such } f. \quad (***)$$
Many hard earned theorems about prime numbers establish some randomness in \( \lambda(n) \) through instances of \((*)\) as a crucial step.

For example \((**)\) for \( f(n) = 1 \) is equivalent to the Prime Number Theorem.

The quantitative version of the last in terms of the (random) square root cancellation is:

\[
\left| \sum_{n \leq N} \lambda(n) \right| \leq C_\varepsilon \sqrt{N}, \quad \text{for } \varepsilon > 0
\]

is equivalent to the (real) Riemann Hypothesis.

The issue here is not the obvious random walk model but to prove something towards this randomness.
So what is this Riemann Hypothesis?

\[ J(s) = \sum_{n=1}^{\infty} n^{-s} = \prod_{p} \left( 1 - p^{-s} \right)^{-1} \text{ for } \Re(s) > 1 \]

Riemann shows: \( \Lambda(s) = \prod p^{-s} \Lambda \left( \frac{s}{2} \right) J(s) \).

Extends to an analytic function of \( s \) in the complex plane with simple poles at \( s=0 \) and \( s=1 \) and satisfies the symmetry

\[ \Lambda(1-s) = \Lambda(s) \]

Riemann hypothesizes: that all the zeros \( p = \beta + i \gamma \) of \( \Lambda(s) \) are on the symmetry line \( \beta = \frac{1}{2} \)

\[ -\gamma_j \leq -\gamma_2 < -\gamma_1 < 0 < \gamma_1 < \gamma_2 \ldots \leq \gamma_j \ldots \]

\( \gamma_1 \approx 14.21 \ldots \)

These zeros don't obey any obvious formula and the randomness laws that govern their behavior lie deeper and are suggestive.
The scaled local spacing statistics of the $\xi_j$'s follow perfectly the laws of "GUE" the Gaussian unitary ensemble of random matrix theory. This suggests strongly that the zeros are eigenvalues or energy levels.

The above phenomenon turns out to be universal for the zeros of all zeta functions of automorphic forms. Moreover versions have been proven for the function field analogue which has been a very active and fruitful area for the last decade.

- There are 10 families of random matrix ensembles corresponding to Cartan's 10 families of symmetric spaces. Apparently only four of these (Type III) arise as zeros of zeta's (monodromy).
FIGURE 1. Probability density of the normalized spacings $\delta_n$. Solid line: Gue prediction. Scatterplot: empirical data based on a billion zeros near zero $\# 1.3 \cdot 10^{16}$. 
(D) MODULAR FORMS

MODULAR (OR AUTOMORPHIC) FORMS ARE A GOLD MINE WHICH IS AT THE CENTER OF MODERN NUMBER THEORY (FOR EXAMPLE THEY FEATURE CRUCIALLY IN THE PROOF OF FERMAT'S LAST THEOREM). A PAPER TITLED "THE UNREASONABLE EFFECTIVENESS OF MODULAR FORMS IN NUMBER THEORY" IS OVERDUE.

MY ARGUMENT WOULD BE THAT THEY VIOLATE OUR BASIC RANDOMNESS PRINCIPLE:

• THEY HAVE BOTH RIGID AND RANDOM FEATURES
• THEY CANNOT BE WRITTEN DOWN EXPLICITLY (IN GENERAL) YET ONE CAN CALCULATE (PRIMARILY WITH THE TRACE FORMULA) WITH THEM ALMOST TO THE BITTER END AND EXTRACT PRECIOUS INFORMATION.

MODULAR FORMS ARE VIBRATIONAL MODES OF RIGID MEMBRANES / GEOMETRIES. MORE PRECISELY, THEY ARE SIMULTANEOUS EIGENFUNCTIONS OF OPERATORS (INCLUDING DIFFERENTIAL) ON ARITHMETIC LOCALLY SYMMETRIC SPACES
The most basic setting being

$H = \{ z : \text{Im}(z) > 0 \}$ the non-Euclidean plane with line element

$$ds = \frac{|dz|}{y}$$

$\Gamma = \text{SL}_2(\mathbb{Z})$, $2 \times 2$ integral matrices with determinant 1. Acts isometrically on $H$ by

$$z \rightarrow \gamma \frac{az + b}{cz + d}, \quad \gamma \in \Gamma$$

Identifying the orbits of points equivalent under $\Gamma$ gives the quotient $H/\Gamma = X$ the modular surface.
The modular forms are solutions to

$$\Delta \phi + \lambda \phi = 0 , \quad \phi(\delta z) = \phi(z)$$

$$\Delta = y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$$

$\phi$ is an eigen-mode of a vibrating (hyperbolic) triangle.

Physically one can think of these as the eigenfunctions of the quantization of a Hamiltonian, which is the classical billiard motion in the triangle $T$.

\[ T \]

| -1 | -1/2 | 1/2 | 1 |

This classical motion is chaotic and so the modular forms are "explicit" modes of a chaotic system.
Nodal portrait
There are many random features that such a $\phi_n$ (the $n$-th mode) exhibits. We discuss the number $N(\phi_n)$ of nodal domains.

For a random monochromatic wave the number satisfies

$$N(\phi_n) \sim c_2 n \quad c_2 = 0.016 \ldots$$

in dimension 2.

And the percentages of connectivities of the nodal domains is

<table>
<thead>
<tr>
<th>Connectivity</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>.906</td>
<td>.055</td>
<td>.010</td>
<td>.006</td>
<td>.003</td>
<td>.002</td>
<td>.001</td>
<td>.0002</td>
</tr>
</tbody>
</table>

This random model agrees handsomely with our 'explicit' arithmetic modular forms.
Nodal portrait: Random spherical harmonic ($\alpha = 1$)

random spherical harmonic of degree $= 80$. (A. Barnett)
Proving such laws in a specific system, means proving some randomness and is of course very difficult. There has been some progress recently.

- Using advanced number theoretic and ergodic theory tools \( \Rightarrow \)

\[ N(\phi_n) \to \infty \text{ as } n \to \infty \text{ for } X. \]
CONCLUSION:

- Establishing full randomness laws that apply to nonstructured number theoretic problems is usually very difficult. The partial randomness that can be established indirectly via combinatorial and structured features is often decisive in applications.

- Paul Cohen is no doubt correct about our not being able to settle most of the problems that one might pose in number theory. However, I don't share his pessimism, since we mathematicians seem very good at sifting out the fundamental problems that drive the subject and these are ones that can be resolved. So his examples of twin primes (un-natural or unmotivated "non motivic" as Serre quipped) and the Riemann hypothesis are ones that I (and Cohen on most days) believe will be solved. Our subject is very far from drying up, in fact we are privileged to live in a golden era of mathematics when some of these fundamental problems were solved.
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