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Reqular Bipartite Graphs

A natural property we expect to find in G(n,n,d)?
All pairs of vertex sets have “correct” density

Definition: d(X,Y) = |E(X,Y)| / |X]| Y]

Definition: G=(A,B,E) is s-regular if
|d(A’,B’) - d(A,B)| < ¢
for every A°C A and B’C B satisfying |A'],|B’| = en




The Reqularity Lemma

Def: A partition V ={V.,...,V,} of V(G) is a e-regular if |V|=n/k,
and for every V; all but ¢k of the Vs are s.t. (V,,V)) is e-regular.

Req. Lemma [Szemeredi 78] For any ¢ > 0, there is M=M(g)
s.t. any graph has an e-regular partition V ={V,,...,V,} with k = M.

Main drawback: Proof gives M(e) = twr(1/¢°)

[Gowers '96]:
1. M(e) = twr(log(1/¢)). Short and (relatively) simple.
2. M(g) = twr(1/¢16). Long and very complicated.

[Conlon-Fox ‘12]: M(g) = twr(1/¢)




A Short and Simpler Proof that
M(c) = twr(1/¢€)



Preliminary Observations

We can extend notion of density/e-regular/e-regular-partition to
complete graphs, where each edge (/,/) has a weight € [0,1].

Claim: If we generate a random graph from a weighted
complete graph, then whp they have the same regular partitions.

To prove that M(g) = twr(1/¢"2) enough to prove that:

Theorem [Moshkovitz-S ‘13]: For every £>0, there
iIs a weighted graph G s.t. every e-regular partition
of G is of size twr(1/¢°-°).




Quasi-random set partitions

Lemma 1: If M=2m100 then there are m bipartitions of {1,...,M},
denoted (A,,B.),...,(A,,B, ), so that:

1. Forevery 1 <i<m, we have |A|=|B|=M/2

2. Forevery A=(\,,..., \,,) satisfying
Az0, M= 1, [l =< 1-8
there are m/6 bipartitions (A,B;) satisfying

min( Xeairt. Leesir) = O



A Hard Graph for the Reg Lemma

Recall: We need to define a weighted complete n-vertex
graph G s.t. every s-regular partition of G has order twr(1/¢%-°).

We assume henceforth that ¢ < ¢, and that n = n(¢).

We define a sequence of partitions X, of a set of n vertices.
1. X, is the entire vertex set.

2. X,,, Is obtained from X, by partitioning each of its
clusters into 2XV700 sub-clusters.

Then, | X,| =1, |X..4| = |X]| - 2KV190 "so | X| = twr(r).



A Hard Graph for Reqg Lemma

X

r

Definition of G: Forr=10,1,2,... 1/¢°% do the following _
1. Let X, ={X',... X"} and X ,, ={X",,... X", ..., X", ... X"}
2. Let (A,B,),...,(A,,B,,) be a sequence of partitions of [M]

satisfying the properties of Lemma 1.

3. For every X', X € X, do the following
* Let (A, B') be the “natural” partition of X’ defined
by (A;,B;) using the subsets X, Xy
e Let (A B) be the “natural” partition of X/ defined
by (A, B,) using the subsets X,,...,X,,

* Add weight €%~ to edges in (A A/)U(B" ,B).

., obtained from X, by partitioning each cluster into 2790 sub-clusters.




A Couple of Observations

1. lteration r prevents X, from being an e-reqular partition of G.

2. After iterations 1,...r-1, for any X', X €X. all edges in
(X', XI) have the same weight.
In particular, finest partition (partition X, ,,.) is o(1)-regular.

3. For every X&X, and any vertex u the total density added
at iteration r to d(u,X) is exactly 0.5¢9>.

4. Same holds for every X&X, and set of vertices U.

Corollary: For every X&X. and vertex set U, the total density
added to d(U,X) in iterations r, ..., %> is exactly 0.5¢°-2(g0-°-r+1).




The Key Lemma

Definition: AC_, Bif |ANB| = (1-a)|A|. (so A C, B iff AC B)
If Z and X are partitions of V(G) then Z C_ X, if for every Z&Z
there is XeX such that ZC_  X. (so Z C, X iff Z refines X)

Key Lemma: If Z is an e-reqular partition of G and

Z C, X thenZC 5. X., (@assuming a = €%°).

Corollary: If Z is an e-regular partition of G then Z Cg,/. X 4/,

Proof: Z C, X, so we can repeatedly apply the Key Lemma.

Corollary: |Z | = |X 1y, 1/2 = twr(1/€°5).




Proof of Key Lemma

Definition: AC,, Bif |[ANB| = (1-a)|A|. If Z and X are partitions of V(G)
then Z C_ X, if for every Z&EZ there is XEX such that Z C, X.

Key Lemma: If Z is an e-reqular partition of G and
ZC, X then ZC_,.g. X, (@ssuming o = &").

Proof: Suppose Z,€ Z satisfies Z,C_, X' X, but does not
satisfy Z,C_.g. X; forall sets X',,..... X, € X.,;. We need to
find ek sets Z so that (Z,,Z) is not e-regular.

Claim: At least m/6 of the sets X € X, satisfy
min(|Z, N A, |Z, N Bi)) = ¢ | Z,)| (%)




Proof of Key Lemma

Claim: At least m/6 of the sets X/ € X, satisfy
min(|Z, N AY], |Z, N BY]) = € |Z,) ()

Def: Avertex ueZNX is useful if ZC_ X

Def. Aset X &€ X is useful if it satisfies (*) and at least
1XI| (1-12a.) of its vertices are useful

Claim 1: At least m/12 of the sets X/ € X are useful.

Proof. At least m/6 of the sets X' € X satisfy (*) and at most
m/12 of them have more than 72a|X/| unfriendly vertices.




Proof of Key Lemma

Recall: Assuming Z,€Z satisfies Z, C_, X’€X, but does not
satisfy Z,C_.5. X/, for all sets X',.... . X",EX,,,, we need to find
ek sets Z so that (Z,,Z) is not e-regular.

Claim 1: At least m/12 of the sets X € X_ are useful.

Claim 2: If X'€ X_is useful then there are 12:k/m sets
Z sothat ZC_, X and (Z,Z) is not e-regular.

Claim 1 and Claim 2 give the Key Lemma.



Proof of Key Lemma

Claim 2: If X'€ X_is useful then there are 12:k/m sets
Z sothat ZC_ X and (Z,Z) is not e-regular.

Proof: Suppose claim is false. Set Z' =Z, N Al , 72 = Z, N BY.
F(u,v) is weight added to (u,v) at iterations r+17,r+2, ...

Define A C A" as follows. Suppose ueZ C, X/. Put uin A if
1. (Z,,Z) is not e-reqular
2.(Z,,7Z) is e-reqgular, but

d-(u,Z?) < d-(u,Z") + 0.75¢0-°

Claim: |A| = 0.5 05| Al
Conclusion: d-(Ai,Z2) - d-(Ai,Z1) > (1-€0-5/2) %405 - £05/2 > 0




Concluding Remarks

Gowers ‘97, Conlon-Fox '12: twr(1/¢¢) lower
bounds for weaker versions of regularity lemma.

Find simple/short proofs of these results.



Thank You



Quasi-random set partitions

Definition: A sequence of bipartitions (A,,B,),...,(A,.B,)

of [M] is c-balanced if

1. Forevery 1 <i<m, we have |A|=|B|=M/2

2. For every t,t’ €[M], at most (2 +c)m of the bipartitions (A,B;)
are such that £,t’ belong to the same set (A, or B)).

Lemma: If M=27100 then there is a sequence of m bipartitions
of M that is z-balanced.

Proof: Random bipartitions.




Quasi-random set partitions

Lemma 1:If (A,,B,),...,(A,,B,)is a Vi-balanced sequence of
bipartitions of [M], then for every A=(A,,..., A;,) with

=0, [l =1, [[M], < 1-8
then there is a bipartition (A,B,) so that

min( 2eairt. 2wesitt) = O
Proof: Pick a random (A,B))
Set Y,=1/-1ift€ A,/B,and Y =), \,Y,
Then E[Y2] = 1 and E[Y,Y,] = %, implying that E[Y?] < 1-48
Hence E[| Y]] = 1-20, so there is a partition (A, B;) satisfying

‘ Dtepi M EteBixt‘ < 1-20.




Amplifying Lemma 1

Lemma 1:1f (A,,B,),....(A,,B,)is a 1/4-balanced sequence of partitions
of [M], then for every A=(A,,..., A\y) S.t. ... there is a bipartition (A,B)) s.t ...

Lemma 2:If (A,,B,),...,(A,,B,)is a 0/4-balanced sequence of
bipartitions of [M], then for every A=(A,,..., A,;,) with ... there are
m/6 bipartitions (A, B;) so that ...

Proof: Repeatedly apply Lemma 1. Since the sequence was
initially 0.7-balanced, then as long as we remove less than
m/6 partitions, the remaining sequence is still 1/4-balanced.

Coro: If M=2m100 then there are m bipartitions of [M] s.t. for
every AeRM satisfying... there are m/6 bipartitions satisfying...




