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$x \in \{0,1\}^n$
$f_x : H^m \to \{0,1\}$
$p_x : \mathbb{F}^m \to \mathbb{F}$

$y \in \{0,1\}^n$
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$p_y : \mathbb{F}^m \to \mathbb{F}$
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$p_y : \mathbb{F}^m \rightarrow \mathbb{F}$

$$p(\alpha) = p_x(\alpha) \cdot p_y(\alpha)$$
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---
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Warmup: Let $p \in \text{RM}_q[m,r]$

If $r \geq 2$, computing $\sum_{\alpha \in H^m} p(\alpha)$ takes $\tilde{\Omega}(|H^m|)$ queries

So far, we showed:
What is missing?

So far, we showed:

**Warmup:** Let \( p \in \text{RM}_q[m,r] \)

If \( r \geq 2 \) \( \sum_{\alpha \in H^m} p(\alpha) \) Computing takes \( \tilde{\Omega}(|H^m|) \) queries

This suffices for committing to an ELEMENT
What is missing?

So far, we showed:

**Warmup:** Let \( p \in \text{RM}_q[m,r] \)

If \( r \geq 2 \) Computing \( \sum_{\alpha \in H^m} p(\alpha) \) takes \( \Omega(|H^m|) \) queries

This suffices for committing to an ELEMENT

We need to commit to a POLYNOMIAL!
What is missing?

So far, we showed:

**Warmup:** Let $p \in \text{RM}_q[m,r]$

If $r \geq 2$ Computing $\sum_{\alpha \in H^m} p(\alpha)$ takes $\tilde{\Omega}(|H^m|)$ queries

This suffices for committing to an ELEMENT

We need to commit to a POLYNOMIAL!

Now, we wish to de-commit w.r.t. a single point
What is missing?

So far, we showed:

**Warmup**: Let \( p \in \mathbb{R}M_q [m, r] \)

If \( r \geq 2 \), computing \( \sum_{\alpha \in H^m} p(\alpha) \) takes \( \tilde{\Omega}(|H^m|) \) queries.

This suffices for committing to an ELEMENT.

We need to commit to a POLYNOMIAL!

Now, we wish to de-commit w.r.t. a single point

WITHOUT LEAKING information about other points.
So far, we showed:

**Warmup:** Let $p \in \text{RM}_q[m,r]$

If $r \geq 2$ Computing $\sum_{\alpha \in H^m} p(\alpha)$ takes $\tilde{\Omega}( |H^m| )$ queries

This suffices for committing to an ELEMENT

**We need to commit to a POLYNOMIAL!**

Now, we wish to de-commit w.r.t. a single point

WITHOUT LEAKING information about other points

Requires new algebraic complexity lower bounds!
The General Case: Reed-Muller Subcube Sums

$$\text{RM}_q[m,r] = \{ \langle p(\alpha) \rangle \mid p \in \mathbb{F}_q^{\leq r}[X_1,\ldots,X_m] \}$$
The General Case: Reed-Muller Subcube Sums

\[ \text{RM}_q[m,r] = \{ \langle p(\alpha) \rangle \mid p \in \mathbb{F}_q^{\leq r}[X_1,\ldots,X_m] \} \]

Given \( p \), not only the sum over the whole cube

\[ \sum_{\alpha_1,\ldots,\alpha_m \in H} p(\alpha_1,\ldots,\alpha_m) \]

is hard to compute.
The General Case: Reed-Muller Subcube Sums

\[ \text{RM}_q [m,r] = \{ \langle p(\alpha) \rangle \mid p \in \mathbb{F}_q^{\leq r} [X_1, \ldots, X_m] \} \]

Given \( p \), not only the sum over the whole cube
\[ \sum_{\alpha_1, \ldots, \alpha_m \in H} p(\alpha_1, \ldots, \alpha_m) \] is hard to compute

But also partial (subcube) sums!
The General Case: Reed-Muller Subcube Sums

Given $p$, not only the sum over the whole cube
\[
\sum_{\alpha_1, \ldots, \alpha_m \in H} p(\alpha_1, \ldots, \alpha_m)
\]
is hard to compute

But also partial (subcube) sums!
\[
\langle \sum_{z_1} p(z_1, \alpha_2, \ldots, \alpha_m) \rangle_{z_1 \in \mathbb{F}}
\]
The General Case: Reed-Muller Subcube Sums

\[ \text{RM}_q[m,r] = \{ \langle p(\alpha) \rangle \mid p \in F_q^{\leq r}[X_1,\ldots,X_m] \} \]

Given \( p \), not only the sum over the whole cube

\[ \sum_{\alpha_1,\ldots,\alpha_m \in H} p(\alpha_1,\ldots,\alpha_m) \]

is hard to compute

But also partial (subcube) sums!

\[ \langle \sum p(z_1,\alpha_2,\ldots,\alpha_m) \rangle_{z_1 \in F} \]
\[ \langle \sum p(z_1,z_2,\alpha_3,\ldots,\alpha_m) \rangle_{z_1,z_2 \in F} \]
\[ \langle \sum p(z_1,\ldots,z_{m-1},\alpha_m) \rangle_{z_1,\ldots,z_{m-1} \in F} \]
The General Case: Reed-Muller Subcube Sums

\[ \text{RM}_q [m,r] = \{ \langle p(\alpha) \rangle \mid p \in \mathbb{F}_q^{\leq r}[X_1,\ldots,X_m] \} \]

Given \( p \), not only the sum over the whole cube
\[ \sum_{\alpha_1,\ldots,\alpha_m \in H} p(\alpha_1,\ldots,\alpha_m) \] is hard to compute

But also partial (subcube) sums!

\[ \langle \sum p(z_1,\alpha_2,\ldots,\alpha_m) \rangle_{z_1 \in \mathbb{F}} \]
\[ \langle \sum p(z_1,z_2,\alpha_3,\ldots,\alpha_m) \rangle_{z_1,z_2 \in \mathbb{F}} \]
\[ \langle \sum p(z_1,\ldots,z_{m-1},\alpha_m) \rangle_{z_1,\ldots,z_{m-1} \in \mathbb{F}} \]

and their linear combinations!
The General Case: Reed-Muller Subcube Sums

Extending the low-degree extension!

Given \( p \), not only the sum over the whole cube

\[
\sum_{\alpha_1, \ldots, \alpha_m \in H} p(\alpha_1, \ldots, \alpha_m)
\]

is hard to compute

But also partial (subcube) sums!

\[
\langle \sum p(z_1, \alpha_2, \ldots, \alpha_m) \rangle_{z_1 \in \mathbb{F}}
\]

\[
\langle \sum p(z_1, z_2, \alpha_3, \ldots, \alpha_m) \rangle_{z_1, z_2 \in \mathbb{F}}
\]

\[
\langle \sum p(z_1, \ldots, z_{m-1}, \alpha_m) \rangle_{z_1, \ldots, z_{m-1} \in \mathbb{F}}
\]
The General Case: Reed-Muller Subcube Sums

Extending the low-degree extension!

Given $p$, not only the sum over the whole cube
$$\sum_{\alpha_1, \ldots, \alpha_m \in H} p(\alpha_1, \ldots, \alpha_m)$$ is hard to compute

But also partial (subcube) sums!

$$\langle \sum p(z_1, \alpha_2, \ldots, \alpha_m) \rangle_{z_1 \in F}$$
$$\langle \sum p(z_1, z_2, \alpha_3, \ldots, \alpha_m) \rangle_{z_1, z_2 \in F}$$
$$\langle \sum p(z_1, \ldots, z_{m-1}, \alpha_m) \rangle_{z_1, \ldots, z_{m-1} \in F}$$

and their linear combinations!

Theorem: Let $p \in RM_q[m,r]$

If $r \geq 2$ $\forall \alpha \in H^\ell$ computing $\sum_{\alpha \in H^\ell} p(z, \alpha)$ takes $\tilde{\Omega}(|H^\ell|)$ queries
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Lifting a richer class of protocols

Entanglement-resistant Tensor code testing
Thank you!