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● Benchmark Principles
● Benchmarks for Capabilities

○ Humanity’s Last Exam (HLE)
○ EnigmaEval

● Benchmarks for Safety
○ Model Alignment between Statements and Knowledge 

(MASK)
○ Virology Capabilities Test (VCT)
○ Utility Engineering

Overview
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Benchmarks Ideas and Principles
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1. Alignment and Control
a. Deception capability
b. Detecting deception, honesty
c. Evaluating alignment, emergence of 

misalignment
2. Intelligence

a. Reasoning 
b. Planning
c. Creativity
d. Memory; Context Integration
e. Factuality

3. Dangerous capabilities
a. Cyber
b. CBRN
c. Persuasion
d. Self-propagation, autonomy

4. User, industry, social impacts*
a. Use evaluations, how is AI actually being used 

by individuals, and what impact does this have 
on them? Eg addiction, dependency, 
empowerment, perception of personhood, … 

b. Impacts on communities, industries?
c. Accelerating AI progress
d. Systemic dangers

5. Eval methods, field building and ecosystem building*
a. Forecasting
b. Interpretability, esp mech interpretability
c. Advancing evaluation and audit ecosystem
d. Critical Capability Levels, Risk Assessment
e. Standards

Some evals and clusters
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General Intelligence (Benchmark Desiderata)
● Superhuman scaling

○ Doesn’t saturate quickly, can scale beyond human-level

● Automatic evaluability
○ Fast feedback loops means no humans are allowed

● Ease of setting up
○ Does not require specialized training or complicated software 

(e.g., no specific DirectX 11.2 drivers needed)

● Reproducible
○ possibly deterministic; does not depend on the day it’s run
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General Intelligence (Benchmark Desiderata)
● Clear downstream implications

○ ↑benchmark → ↑downstream tasks, or ↑benchmark → new 
methods that ↑downstream

● The metric is interpretable
○ Accuracy is more interpretable than nats/bits

● Useful for hill climbing on
○ has progression, performance not an indicator function but 

smooth
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General Intelligence (Domains)
● Mathematics

○ autoformalization or automated proof checking
● Games

○ AIs compete against each other (refresh on new games using 
frozen weights)

● Forecasting
○ Politics, Economy, Technology, Science
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Benchmarks for Capabilities:
HLE and EnigmaEval
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Humanity’s Last Exam

9

● Multi-modal benchmark at the frontier of human knowledge 
● Includes open ended and multiple-choice questions across 

several subjects like math, humanities and natural sciences. 
Questions are extremely difficult and have been designed by 
subject-matter experts from all around the world
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High Level Subject Decomposition
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● 2500 questions in 100+ subjects, grouped into 8 high level 
categories
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Dataset Creation Pipeline
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● Automatically accept questions that make frontier AIs fail
● Two additional review rounds from domain experts
● Public benchmark + private set to assess model overfitting
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Results
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● Reasoning models exhibit best results
● All models have a very high Calibration Error
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EnigmaEval
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● Dataset of multi-modal problems derived from puzzle competitions 
to assess knowledge synthesis and creative problem solving

● Varying complexity: it requires hours to days for a team of human 
experts to solve a single puzzle
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Dataset description
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● Problems and solutions from 
8 puzzle events such as 
PuzzledPint, CRUMS, MIT 
Mystery Hunt etc.

● Two difficulty split: Normal 
(e.g., Puzzle Potluck) and Hard 
(e.g., Grandmaster Puzzles).

● Two formats: original puzzles 
and standardized text-image 
format from human 
annotators. 
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Capabilities
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● All frontier models perform poorly, with accuracy below 8%
● On the hard split, all frontier models fail on all of the tasks
● Preprocessing can be a bottleneck for the best frontier models
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Benchmarks for Safety:
MASK, VCT, Utility Engineering
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MASK
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● Large-scale dataset to measure honesty in LLMs. Particularly 
important for safety critical contexts and applications.

● Honesty vs Truthfulness: propensity to lie under pressure vs 
factual correctness.

● Current benchmarks measure truthfulness instead of honesty.

Dan Hendrycks 17



Dataset Collection
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● 1000 high quality human-labeled examples
● Structure: proposition, ground truth, pressure prompt and belief 

elicitation prompt
● Key principles: realistic intent to deceive, lies of commission vs 

omission, realistic examples, avoid subjective ground-truth
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Evaluation Pipeline
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● Models are prompted with and without pressure, to elicit lying 
and genuine beliefs

● LLM judge to map model statements and beliefs to a proposition 
resolution, which is then compared against the ground truth
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Experiments
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● Most frontier models lie under pressure, despite being factually 
accurate, across several different settings (archetypes)

● Model size is correlated with truthfulness, but negatively 
correlated with honesty
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Improving Honesty
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● Two interventions to improve honesty: developer system prompt 
and representation engineering

● Developer system prompt: force honesty in the prompt
● RepE: steer layers towards more honest representations
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VCT
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● Multi-modal Virology benchmark that measures the capabilities 
to troubleshoot complex virology lab protocols

● Very difficult: expert virologists score ~22% in their area of 
expertise
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Dataset Composition
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● VCT focuses on practical, field-specific virology knowledge, 
excluding foundational topics shared across biological disciplines 
and dual-use content.
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Data Creation Process

24Dan Hendrycks 24

● Questions were written by 57 
expert virologists, with ~6 yrs of 
experience on average 

● Each question has been 
peer-reviewed by 3 other experts 
familiar with the topic area.

● Baselined against humans. 
Non-expert answers have been 
used to filter the dataset for easy 
questions.



Evaluations
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● Most frontier models have a high accuracy on VCT questions, 
outperforming expert virologists in their research areas.

● Models solve at least 53% of the problems that expert virologists 
solve in their sub-domain, with o3 reaching 94%.
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Utility Engineering
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● Analysis of internal coherence of AI preferences using utility 
functions

● Large scale models have more coherent values
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A Case Study

27

● As models scale up, they become increasingly opposed to having 
their values changed

● Utility control: Fine-tune models to match preference distribution 
of a citizen assembly, to reduce political bias, unequal valuation of 
human life etc.
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Conclusion
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● We have capabilities benchmarks to track raw upstream 
capabilities

● Safety benchmarks test the weaponization-related component of 
dual-use capabilities, or they test propensities (e.g., tendencies to 
lie, value systems) not capabilities

● The next generation of benchmarks will track economic indicators 
and the next generation of safety benchmarks will directly track 
legal exposure


