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–Lord Kelvin; 1860 approx.

“I often say that when you can measure what you are speaking about, and 
express it in numbers, you know something about it; but when you cannot 
measure it, when you cannot express it in numbers, your knowledge is of a 
meagre and unsatisfactory kind; it may be the beginning of knowledge, but 

you have scarcely, in your thoughts, advanced to the stage of science, 
whatever the matter may be.” 

4

Source; Skeptics Stack Exchange

Problems in language (e.g., Information 
Extraction) were hard for models in the 90s, so 
we broke them down into smaller tasks which 

were easy to evaluate. 
Now models in NLP are extremely good, yet we 

still evaluate them on simpler tasks! 

–Claire Cardie, Cornell University, EMNLP 2020 Keynote

https://archive.org/details/popularlecturesa01kelvuoft/page/72/mode/2up?view=theater
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LLM Evaluation

Data

Tasks / Skills

Requiring Long-form Responses

Model Internals

Criteria / Metrics

Baselines

Curation: Synthetic / “Hard”

Size / Efficiency Concerns

Distribution / “Quality”

Overlap with Train Set

Randomness in Prompting

Consensus in Generation / 
Reasoning Chains

Without Ground TruthEvaluators

Human: Control for Biases

LLM-Judges: Control for Biases / When to Use

?

?
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Rethinking Evaluation 
Benchmarks

6

Benchmarks vs. real-world tasks
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LLM Evaluation mostly focuses on 
creating new benchmarks



Simons: The Future of LM Evals  |    Apr 4                                                                                                           Swabha Swayamdipta

Benchmarks Today

8

GSM8K

MMLU
BigBench

HumanEval

Math
HELM

Alpaca2.0
GPQA

OpenLLMLeaderboard
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• Mostly coding and math 

• Perhaps important building blocks 
for a lot of analytical tasks?  

• Most work on benchmarking release 
only a test set (available to all) 

• Many come with no validation set, or 
a very few validation examples 

• LLM developers are incentivized to 
hill climb on popular benchmarks…

Current LLM evaluation is done on 
a few popular benchmarks
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Benchmarks vs. real tasks

• We have evidence language models are getting better 
and better at math, inference, coding and many logical / 
analytical tasks 

• How about we go bold and test them directly on real 
tasks with real stakes? 

• Caveat: this will involve humans, and much manual labor

10

–Claire Cardie, Cornell University

Some of the content in the following slides  contains 
sensitive content and can be upsetting
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@mention how about do something for all the homeless veterans and americans on the streets? you’ll give 
millions to the immigrants crossing our so called secure border but our homeless americans get nothing. you 

are merely trying to buy votes 

Need AI help for local politicians to understand public attitudes on homelessness to 
frame the most resonant message to inform public policy.

Easy peasy, we’ve got these amazing 
language models - let me do this for you in a 

couple of weeks, tops

~2.5M tweets on 
homelessness between 

2021-2023

Ranjit, … & Swayamdipta. EMNLP 2024.
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LMs in Communications / Social Work: 
Informing policies on homelessness 

12
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GPT-4
GPT-4 + Expert
Flan-T5 Large

Results in 6.5x speedup in annotation time!

With some effort, language models can be used 
as assistants for determining variables which 

could inform communication and public policy

Building a test set took more than 7-8 
months of laborious manual work

Ranjit, … & Swayamdipta. EMNLP 2024.
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Heard you have been helping out colleagues with language models. I need some help with analyzing 
suicide reports that help me validate my hypotheses on novel factors for designing suicide interventions.

22 year old white female hung herself in closet of her home. V was depressed over her job and 
family custody child support battle with her child. V suffered from depression and was 
receiving treatment. V had previous attempt of suicide and a note was found at the scene.

How often do victims interact with non-clinical personnel 
(e.g. legal professionals) in days before their death?

No legal interaction Explicit legal interaction Implied legal interaction

270K suicide reports

Ranjit, … & Swayamdipta. Under Review. 2025.
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LMs in Social Work

14

Expert Label: 
implicit

reason  : There is 
no mention of legal 
interaction  
label  : none

Instructions: Your job is to annotate 
death narratives with {variable_name}.  

Definition: … 
Response Options: … 
* 0: No, Not Available, Unknown 
* 1: Yes 
Discussion: … 

Provide the reasoning for your answer, 
the span of text that you used to 
generate your answer and your response 
using the response options only and 
return your answer in the following 
format: {reason: reasoning, span: span 
of text, response: 1.0/0.0}
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Our research was going at the pace of a bullock 
cart and you came at it with a jet plane!

Speedup in process: weeks to hours!

Instead of performance alone, speedup in manual 
labor at the same performance level should be an 

important metric in real world tasks

Ranjit, … & Swayamdipta. Under Review. 2025.

10.4% of 270K suicide narratives 
had evidence of legal 

interactions!
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Public Health: Emergency Response

15

As a volunteer emergency  responder, I’d like to automate part of the emergency 
response process using language models

A container labeled 
H₂SO₄ is leaking 

with a sharp, 
choking odor.  We 

need help!

The common name of 
H₂SO₄ is Sulfuric Acid.

Hazard: Highly corrosive and 
reactive. Recommended PPE: 
Latex gloves, face shield, and 
respirator. Action: Evacuate a 
10-foot radius around the spill, 
ensure proper ventilation, and 
establish a 300-foot exclusion 

zone downwind.

30 seconds later

How do I best respond to an 
incident involving Sulfuric 

Acid?

1 minute later

I'm first on scene with no fire 
extinguisher. What's the safest way 

to handle a Sulfuric Acid fire?

Use a dry chemical instead of a 
CO₂ fire extinguisher.

Task 1: Chemical Translation Task 2: Incident Response Task 3: HazMat QA

Am I ready to 
provide accurate 
support within 

seconds? 30 seconds later

30 seconds later

30 seconds later

Find “Sulfuric Acid” in a 400-
page Emergency Response 

Guidebook (ERG).

Search online. Wait for someone with more 
resources or experience to arrive.

3 minutes later

What is the common 
name of H₂SO₄?

Real-world tasks are still hard to evaluate directly, need to be broken 
down. And human involvement is still important 

Surana, Ye & Swayamdipta. Under Review. 2025.
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Evaluator Efforts and Effects on Human Evaluation
• Human evaluators seem to like language model responses 

• especially those with limited training / experience  
• experts tend to disagree more with LMs, but can often miss important details too

16
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TradNLP: Text Simplification

17 Liu, Nam, Cui & Swayamdipta, Under Review. 2025

Synthetic data and 
autoevals are great 
tools for relatively 

simpler tasks

Prof, you always ask us to look at our data. I 
found text simplification benchmarks to be very 

unsatisfactory, can I do something about it?
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Rethinking Benchmark Tasks
• Our notion of task difficulty might have limitations; using real-world problems 

to guide tasks is as important as collecting “hard” benchmarks  

• Quantitative evaluation of language models on real-world tasks is hard, requires 
humans with domain expertise 

• Task itself needs to be broken down into smaller parts for ease of 
evaluation 

• Over-reliance on a few select benchmarks might give us a false sense of 
progress 

• Hard tasks (no right answers, experts might disagree): Human verification, real 
data 

• Small tasks (possible right answers): Auto evals, synthetic data

18
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Rethinking Evaluation 
Frameworks

19

Test Data Distributions 
Generation Baselines
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Language models are great at generating language

20

…But we still evaluate them on classification tasks:                                                    
fixed (and often unique) answers
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• Ground truth does not exist for 
long-form generation 

• Humans may disagree  

• Experts may not be available 

• LLMs are compared with each 
other on their generations directly 

• Still mostly focused on 
coding / reasoning / 
knowledge-seeking tasks  

• Open Platforms for human raters 

• Auto Evals

Human evaluation of generated 
can be hard, but it’s still 

considered the most reliable 
method today
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Subjectivity in evaluation of long-form text is a feature, not a bug
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The article discusses Iran's stance on the proposed nuclear 
deal between Iran and six world powers. Iran's President 
Hassan Rouhani said that economic sanctions against Iran 
must be removed on the first day of the deal's 
implementation, and Ayatollah Ali Khamenei said he is neither 
in favor nor against the proposed deal because it isn't final. 
The negotiators from Iran and the United States, China, 
Germany, France, Britain and Russia have until June 30 to 
come up with a final deal.

Iran's supreme leader says he's not optimistic about 
negotiations with the U.S. President Hassan Rouhani says Iran 
will not sign a deal unless sanctions are lifted on day one. The 
U.S. estimates it will take six months after a final deal is signed 
to remove sanctions. The House Republican leader says 
Congress won't vote to ease sanctions.

Models A and B focus on different content, 
but is one necessarily better? It’s subjective!

Model A 
Summary

Model B 
Summary

??
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The Russian president Vladimir Putin held a concert in the ruins of Palmyra to 
show that Russia is a force for good, however many Western officials remain 
suspicious of Russia's intentions.

The above article discusses a concert that was conducted by Valery Gergiev in 
Palmyra's Roman theatre in order to protest the barbarism and violence 
exhibited by Islamic State militants.

The article discusses a concert that was held in Palmyra by the Mariinsky 
Symphony Orchestra, which was led by Valery Gergiev.

The article discusses a concert that was put on by the Mariinsky Symphony 
Orchestra in Palmyra's Roman Theatre in order to protest the barbarism and 
violence exhibited by Islamic State militants who had used the city's Roman 
amphitheatre to execute prisoners.

The above article discusses a concert that was held in Palmyra by the 
Mariinsky Symphony Orchestra, led by Valery Gergiev, in order to protest 
against the barbarism and violence exhibited by Islamic State militants.

A Russian conductor has staged a classical concert in the ruins of 
Palmyra, one of the cities recaptured from Islamic State (IS) militants in 
Syria.

A Russian conductor has staged a classical concert in the ruins of the 
ancient Syrian city of Palmyra, which was recently recaptured from Islamic 
State militants.

A Russian conductor has led a classical concert in the ruins of Palmyra, 
one of the ancient cities seized by Islamic State (IS) militants in Syria.

A Russian conductor has staged a classical concert in the ruins of 
Palmyra, one of the ancient cities seized by Islamic State (IS) militants in 
Syria.

A Russian conductor has staged a classical concert in the ruins of 
Palmyra, a day after Syrian government forces recaptured the city from 
Islamic State militants.

Intrinsic Similarity or Self-Alignment Extrinsic Similarity or Cross-Alignment

Model A Summary Model B Summary
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Intuition: How much cross-variability (cross alignment) is there between the 
output generations of two models being compared, adjusting for the baseline level 
of variability we see within each model’s own output generations (self-alignment)?

δi
A,B = max (𝒜i

A,A, 𝒜i
B,B) − 𝒜i

A,B

Alignment 𝒜i
A,B =

1
K2

K

∑
j=1

K

∑
l=1

s (ŷi,j
A , ŷi,l

B )
Similarity metric, e.g. BERTScore

Separability

A = B ➜ Self-Alignment
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The group discusses their 
upcoming presentations and 
decides to split into two teams, with 
the girls and guys working 
separately. They also joke about 
gender roles and being gentlemen.

Ethan mentions that Solstafir is playing 
on November 21st and asks who will 
be attending. Noah expresses interest 
but is unsure due to work, while Leo 
and Ethan encourage him to come. 
Archie jokes that there are better 
concerts, but the others are still 
excited to see Solstafir.

Ethan, Noah, Archie, and Leo discuss 
who will be attending a Solstafir 
concert on November 21st. Noah is 
unsure if he can make it due to work, 
but the others try to convince him to 
come.

The group discusses attending a 
concert by the band Solstafir on 
November 21st, with Noah 
expressing interest but also 
considering the possibility of 
missing it due to work 
commitments. Leo is insistent that 
Noah attend, and the others agree.

The group discusses seeing 
Solstafir in concert, with Noah 
expressing interest and Leo 
confirming he will go. Archie and 
Ethan mention better concerts, but 
Noah and Leo insist on going.

Model A Summaries Model B Summaries

The group discusses the idea of 
presenting in groups instead of 
individually. They decide to divide 
into two groups and choose a 
subject from an email sent by a third 
party. There is a joke about girls 
being better at the subject, but it is 
playfully dismissed.

The group discusses the idea of 
presenting in groups instead of 
individually. They decide to divide into 
two groups and choose a subject from 
an email sent by a third party. There is 
a joke about girls being better at the 
subject, but it is playfully dismissed.

Low SEPARABILITY Test Instance

Ethan: who's going to see solstafir? 
Noah: solstafir! when? 
Noah: i had no idea they were playing 
Archie: I'm not :D. 
Leo: i'm going ofc! 
Ethan: 21.11 
Noah: that's a wednesday... ehh... 
… 

High SEPARABILITY Test Instance

Jamie: What do you think about doing those 
presentations in groups? 
Marlo: I’m so down man, I don’t wanna do it 
alone, it’s a lot of work 
Jamie: I know, interviews, then transcriptions, 
then compiling material,  
then writing 
… 

GPT-3.5 / Vicuna Separability on  
SAMSum Dialogue Summarization

The group discusses their 
upcoming presentations and 
decides to divide into two teams. 
They also playfully joke about 
gender roles and who will choose 
their presentation topic first.

❓
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More dissimilar models have 
higher mean separability
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Verifying Separability
• Rating consistency: How faithfully 

do raters choose the same model 
across generations for the same 
input? 

• Higher separability should 
correspond to higher consistency

28

Are the outputs 
corresponding to these 
inputs harder to 
distinguish by humans?

Are the outputs 
corresponding 
to these inputs 
easier to 
distinguish by 
humans?
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Separability is correlated with rating consistency

29

Human Evaluators

GPT 3.5 Evaluator
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Applying Separability to ELO ratings
• ELO is a popular method to rank models, e.g. 

chatbotarena 

•   

•  is the original rating 

•  is the outcome of the comparison with 

instance ,  

•  is the expected win probability  

•  is a weighting factor 

•
We consider  

•  are all hyperparameters

ELO′ 

A = ELOA + Ki(Si
A − Ei

A),
ELOA
Si

A
i

Ei
A

Ki

Ki
SEP = Ki ⋅

α

1 + exp (−β(δi
A,B − T))

T, β, α

30

This ensures that  rankings are better 
calibrated, and we do not overly rely on 
models which might not be as effective
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Limitations of Separability

• Dependent on model pair 

• Does not reveal anything about inputs (prompts), to the best of our knowledge 

• Requires inference time scaling, but for evaluation…

31
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From self-alignment to consensus 
• If samples have a high degree of variance, and individual samples are all valuable, could we get more 

valuable generations by simply “merging” them? 

• Outliers may contain hallucinations 

• Different from inference-time scaling approaches which pick a single generation (e.g. self consistency, or 
LLM monkeys) or produce a very long generation (reasoning chains)

32

The Russian president Vladimir Putin held a concert in the ruins of Palmyra to show that Russia is a force for good, 
however many Western officials remain suspicious of Russia's intentions. 
The above article discusses a concert that was conducted by Valery Gergiev in Palmyra's Roman theatre in order to 
protest the barbarism and violence exhibited by Islamic State militants. 
The article discusses a concert that was held in Palmyra by the Mariinsky Symphony Orchestra, which was led by 
Valery Gergiev. 
The article discusses a concert that was put on by the Mariinsky Symphony Orchestra in Palmyra's Roman Theatre 
in order to protest the barbarism and violence exhibited by Islamic State militants who had used the city's Roman 
amphitheatre to execute prisoners. 
The above article discusses a concert that was held in Palmyra by the Mariinsky Symphony Orchestra, led by Valery 
Gergiev, in order to protest against the barbarism and violence exhibited by Islamic State militants.

Ghosh, Yauney,, Warraich & Swayamdipta, In Prep. 
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Inference-time Scaling to obtain Consensus Baselines

33

…from October 2016 to October 2020…

…from October 2016 to October 2020…

…from 2016 to 2020…

…from 2016 to 2020…

…born on April 17, 1962…

…born on April 23, 1962…

…born on April 30, 1962…

…born on August 6, 1962…

(Substring of ) Original Sequences

…from October 2016 to October 2020…

…from October 2016 to October 2020…

…from __ 2016 to __ 2020…

…from __ 2016 to __ 2020…

…born on April 17, 1962…

…born on April 23, 1962…

…born on April 30, 1962…

…born on August 6, 1962…

Alignments Lexical Partial Order Graphs

born on 

April  

August  6  

17  

23  

,  1962 30  

from 

October 

 2016 to 2020 

October 

Ghosh, Yauney,, Warraich & Swayamdipta, In Prep. 
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Consensus: Preliminary Results

• Can serve as a baseline!  

• Remember, we may not have a 
verifier in long-form generation 

• Based on the assumption that 
repeatedly generated factoids 
tend to be those that the model 
is confident about 

• Performs better than 
approaches which sample a 
single generation

34 Ghosh, Yauney,, Warraich & Swayamdipta, In Prep. 
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Rethinking Test Data Distributions
• Evaluating long form generation is much harder 

than evaluating classification 

• The search for an ideal test data distribution is a 
wild goose chase 

• However, we need to contextualize benchmark 
performance given that our test sets are far from 
perfect 

• We need more intrinsic baselines in long-form 
generation (like the random baseline in 
classification)
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Evaluating Language Models is  
Hard, Hard, Hard
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Rethinking the Target of 
Evaluation

37

Assessing LLMs through Numerical Outputs, 
Activations and Parameters



Finlayson, Ren & Swayamdipta, COLM 2024

Simons: The Future of LM Evals  |    Apr 4                                                                                                           Swabha Swayamdipta

38

Language model outputs go beyond just tokens

LM output probabilities (or logits) hold a lot of information
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Language Models have a Softmax Bottleneck

39

• LM outputs are projected from the hidden dimension   to 
-dimensional logit and probability vectors, thus occupying 
a -dimensional subspace of  and , respectively 

• This final layer is thus low-rank, since  

• A collection of  linearly independent outputs 
 from the model will form a basis for the 

model’s image 

• We call the image of the model, i.e. LM outputs in either  or 
, the model signature

d v

d ℝv Δv

v ≫ d

d
p1, p2, …, pd ∈ Δv

l
p

Yang et al., ICLR 2018; Finlayson et al., ICLR 2024

All LM outputs can be expressed 
as a unique linear combination of 

these  outputsd

h l = Wh p = softmax(l)
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Model signatures reveal LM sizes and identify outputs

• GPT-3.5-Turbo has hidden dimension close to 4096 and is likely a 7B model! Note: in Feb 2024  

• Even different checkpoints from the same LM have largely disjoint model signatures 

• Possible to determine precisely which LM produced a particular output, using only API 
access to a set of LMs and without knowing the exact inputs to the model.
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Potential Implications of Model Internals
• Can language models be evaluated without language? 

• Model Signatures 
• How do these change during training, from checkpoint to checkpoint? 
• Can they reveal newer axes of comparison, such as vulnerability to attacks? 

• Could other model internals hold clues for model capabilities? 
• e.g. Unembedding layers, Representations due to Layer Norms 
• Latent representations, such as “skills”
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The Future of LMs: A Perspective on Evaluation

• Evaluation will ultimately determine the future of 
LMs 

• We need to question age-old assumptions about 
evaluations 

• Check out Ben Recht’s blog: https://
www.argmin.net/  

•  Current trends which may lead to diminishing 
returns  

• Fixation on a handful of popular benchmarks 
• Vibes-only evaluation

42
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