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Children can recognize objects through 
language descriptions
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How to teach a model to locate “paramedics”
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Visual Recognition with Language Descriptions
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From ChatGPT:

Paramedic typically wears a uniform with a 
patch or logo identifying them as a member 
of an emergency medical services (EMS) 
team. The uniform may include a shirt, 
pants, and jacket with reflective strips for 
visibility. They may also wear protective gear 
such as gloves, goggles, and a mask. They 
often carry equipment such as a backpack 
with medical supplies, a radio, and a 
defibrillator. They may also wear a duty belt 
with a flashlight, scissors, and other tools. 
The appearance can vary depending on the 
agency.
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Scale Can‘t Overcome Pragmatics: The Impact of Reporting Bias on Vision-Language Reasoning. Amita Kamath, 
Jack Hessel, Khyathi Chandu, Jena Hwang, Kai-Wei Chang, Ranjay Krishna

Scale Can‘t Overcome Pragmatics: 
The Impact of Reporting Bias on Vision-Language Reasoning.
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Outline

❖ Teach Machines using Language descriptions

❖ Describe Visual Features in Language

(Verbalized Representation Learning)

❖ Refine Large Vision Language Model’s Alignment

for Reasoning
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How we can teach 
machines using 
language description?
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Pre-train VisualBERT
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Masked language modeling with the image

Sentence-Image Prediction

People are making a cake for
someone’s birthday party.

People are playing a ball in the
park.

positive

negative



Learning High-level Concepts
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Contrastive Language-Image Pretraining (CLIP)
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❖CLIP (Radford et al., 2021): image 

classification as image-text matching

❖ Leverage millions of image-caption data



Text encoders are performance bottlenecks

❖What if the text encoder isn’t perfect
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You can’t cram the meaning of a single $&!#* 
sentence into a single $!#&* vector! 

CLIP 

text 

encoder

“a brown dog” “a dog”



Probing text encoder in CLIP
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an iguana

T5 text 

decoder
(finetuned)

a happy dinosaur

a surfer carrying a lifeguard

an orangutan eating and an officer flying

an iguana

an amusing dinosaur

a lifeguard carrying a surfer     

an orangutan and an officer eating an orangutan

CLIP text 

encoder

✗

✗

✓

✓

1. Create increasingly 

compositional text 

prompts

2. Feed them into CLIP’s 

text encoder

3. Try to decode out the 

original prompt



Text-Encoder Reconstruction Performance
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Lesson 1:

Align Vision-Language at a fine-
grained level of granularity
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GLIP: Object Detection as Phrase Grounding 
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Phrase Grounding : Given a sentence 

and an image, locate the entities in 

the image

Best Paper Finalist



GLIP: Overview

❖Align objects to phrases in text
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GLIP: Overview

❖Align objects to phrases in text
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Pre-training with Scalable Semantic-
Rich Data

❖Detection data have limited categories

❖Objects365: 365 categories

❖LVIS: ~1,200 categories

❖Visual Genome: ~1,600 categories

❖Gold grounding data:

❖Flickr30K: 44,518 unique phrases

❖VG Caption:110,689 unique phrases

Can further generate pseudo-data

     from image captions
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Scaling up with image-caption data
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Constructed by distant supervision (Craven et al., 1998)

24M image-caption data, with 78.1M boxes and 58.4M 
unique phrases



Amount of training data
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0-shot GLIP-T  ~= 5-shot DyHead-T

1-shot GLIP-T ~= 10-shot DyHead-T

1-shot GLIP-L ~= Fully-supervised DyHead-T

Object Detection in the Wild : Data Efficiency

13 downstream tasks from https://public.roboflow.com/object-

detection

https://public.roboflow.com/object-detection
https://public.roboflow.com/object-detection


Object Detection with Instructions

❖ Learn from human instructions on the fly

22

Understand properties and attributes

Users can change the model behaviour by changing the 

instruction

http://kwchang.net



Lesson 2:

Attention to detail:
Description fine-tuning
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Desco: Learning through Descriptions

http://kwchang.net 24

Top-1 System of OmniLabel Challenge at CVPR workshop 2023



Desco: Learning through Descriptions
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Winning System for Omnilabel Challenge at CVPR workshop 2023



Challenge #1: Fine-Grained Descriptions Rare in Data

Reporting bias: humans do not write 

obvious things 

When writing captions, we tend to 

directly use entity names rather than 

descriptions for subparts, shapes, 

textures, etc.



Solution: Generating Descriptions from LLMs

User:

What are the useful features for

identifying mallet?

GPT-3: 

Mallet is a kind of tool, wooden handle, 

…

Build a vocabulary of 10K noun phrases on 

Conceptual Captions and VG

Sample descriptions for each noun phrase 

(<1 day via API)



Challenge #2: Model Might Ignore Description

❖The model is not incentivized to “read” the 

descriptions 



Solution: Context-Sensitive Query



Results



Demo
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https://huggingface.co/spaces/zdou0830/desco



Describe Visual Features in 
Language 
--Verbalized Representation 
Learning
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How human recognizes objects?

❖Humans excel in recognizing objects with 

few examples using their inherent 

language understanding

Thalassoma Pavo Thalassoma Bifasciatum

Both fish feature a white stripe around their neck 
and a yellow body.  However, fish on the left has 
an irregular white and orange pattern on its 
head. The right one has a solid blue head.

Thalassoma Pavo Thalassoma Pavo

The right one has more stripe on its body.
However, both fish display irregular,
mosaic-like patterns on their heads,
predominantly in white and orange hues.



Verbalized Representation Learning



Automatic Feature Engineering

❖ These verbalized features are mapped 

to numeric values via a Vision-

Language Model

❖ The resulting representations can be 

used in any downstream model

❖ Language as an information bottleneck



Experiment

❖ Significantly outperforms LLM + Attribute 

Bottleneck (LLM-Mutate), In-context Learning 

(LLaVA-ICL), Lora-Finetuning (LLaVA-SFT)



Attention to detail is
Required for Visual
Reasoning
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Context-Sensitive Text-Rich Visual Reasoning
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ConTextual Dataset - Visual Scenarios
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https://con-textual.github.io/



❖ GPT-4o is bad at time-reading and infographics but 

outperforms humans in abstract contexts (memes, etc.). 

❖ Current models have limited capacity for fine-grained 

visual perception

Kai-Wei Chang (http://kwchang.net) 40



Benchmarking Math Skills

Kai-Wei Chang (http://kwchang.net) 41



Kai-Wei Chang (http://kwchang.net) 42

https://mathvista.github.io/

https://mathvista.github.io/



Attention to detail:

Refine Large Vision
Language Models with
Description Fine-tuning
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Refine LVLM with Self-Training
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How can we improve fine-grained visual
perception in reasoning?
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Stage 1:

1. Generate preference pairs of model 
descriptions on unlabeled images 

2. Apply DPO to enhance detailed alignment



How can we improve fine-grained visual
perception in reasoning?
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Stage 2:

Fine-tune LVLM with generated detailed
image description



Stage 1: Image Comprehension Self-Training
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Preferred response generation: 

- Image: Original image

- Prompt: GPT-4 to generate image descriptions. 

- We test these prompts on MSCOCO samples.

- SFT on the preferred data alone can be similar to system-2 

distillation.



Stage 1: Image Comprehension Self-Training
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Stage 1: Image Comprehension Self-Training
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Stage 1: Image Comprehension Self-
Training

50DPO Regularizer



How can we improve fine-grained visual
perception in reasoning?
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Stage 2:

Fine-tune LVLM with generated detailed
image description



Stage 2: Description-Infused Fine-Tuning

● Randomly select a small set (50k) data
● Infuse instructions with image description
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Performance

53

Achieve 4% improvement over 7 benchmarks



OpenVLThinker: R1-like Reasoning for Vision-
Language Models

Can we distillate reasoning capability into vision-language LLMs?

Yes, via iterative SFT+RL

70.2% accuracy on MathVista, exceeding GPT-4o and its base model. 
The performance is comparable to Qwen2-VL-72B (70.5%)



Yes, via iterative SFT+RL

70.2% accuracy on MathVista, exceeding GPT-4o and its base model. 
The performance is comparable to Qwen2-VL-72B (70.5%)



Collect Reasoning Paths
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Iterative SFT & RL

Iterative Self-Improvement

GRPO-Iter: Train LVLM using RL (GRPO)

SFT-Iter: Train on reasoning paths generated by previous

GRPO…



OpenVLThinker: Iterative SFT & RL

Role of SFT and RL

We hypothesized that

❖ SFT plays a role in setting 

up the model's reasoning 

frameworks.

❖ RL plays as a more 

significant contributor to 

generalization.



Conclusion

❖ If we aim for AI to behave like humans, we 

need the model to attention to details

❖ Instruction fine-tuning guides models to focus

on details

❖ Thank you for your attention.

❖ Question?
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