
How                         
changes the LLM story

A quick and dirty talk by Sasha Rush



● < 200 employees

● Spin off of hedge-fund

● Consistent open-weights model releases











Hot Takes

Bloggers:

● https://stratechery.com/2025/deepseek-faq/ 
● https://www.bloomberg.com/opinion/articles/2025-01-27/hedge-fund-ai-is-che

ap-ai 
● https://semianalysis.com/2025/01/31/deepseek-debates/ 
● https://www.interconnects.ai/p/deepseek-r1-recipe-for-o1 
● https://darioamodei.com/on-deepseek-and-export-controls 

What can I add? 

● We're in this bizarre world where the best way to learn about llms... is to read 
papers by chinese companies - Chris Manning

https://stratechery.com/2025/deepseek-faq/
https://www.bloomberg.com/opinion/articles/2025-01-27/hedge-fund-ai-is-cheap-ai
https://www.bloomberg.com/opinion/articles/2025-01-27/hedge-fund-ai-is-cheap-ai
https://semianalysis.com/2025/01/31/deepseek-debates/
https://www.interconnects.ai/p/deepseek-r1-recipe-for-o1
https://darioamodei.com/on-deepseek-and-export-controls


Review: What Happened?















Numbers for the training run.
Not the whole process.



We believe they have access to 
around 50,000 Hopper GPUs, which 
is not the same as 50,000 H100, as 
some have claimed. There are 
different variations of the H100 that 
Nvidia made in compliance to 
different regulations (H800, H20), 
with only the H20 being currently 
available to Chinese model 
providers today. Note that H800s 
have the same computational power 
as H100s, but lower network 
bandwidth.

- Semianalysis



Cost Complications

Bloggers:

● https://stratechery.com/2025/deepseek-faq/ 
● https://www.bloomberg.com/opinion/articles/2025-01-27/hedge-fund-ai-is-che

ap-ai 
● https://semianalysis.com/2025/01/31/deepseek-debates/ 
● https://www.interconnects.ai/p/deepseek-r1-recipe-for-o1 

What can I add? 

● Summary and technical context

https://stratechery.com/2025/deepseek-faq/
https://www.bloomberg.com/opinion/articles/2025-01-27/hedge-fund-ai-is-cheap-ai
https://www.bloomberg.com/opinion/articles/2025-01-27/hedge-fund-ai-is-cheap-ai
https://semianalysis.com/2025/01/31/deepseek-debates/
https://www.interconnects.ai/p/deepseek-r1-recipe-for-o1






● Technical overview of LLM

● Primarily a pretraining innovation

● Think OpenAI GPT-4o

● Technical overview of reasoning

● Primarily a post training innovation

● Think OpenAI o1

DeepSeek v3 DeepSeek R1



https://thechinaacademy.org/interview-with-deepseek-foun
der-were-done-following-its-time-to-lead/ 

We believe the most important thing 
right now is to participate global 
innovation. For years, Chinese 
companies have been accustomed to 
leveraging technological innovations 
developed elsewhere and monetizing 
them through applications. But this 
isn’t sustainable. This time, our goal 
isn’t quick profits but advancing the 
technological frontier to drive 
ecosystem growth.
- Liang Wenfeng (DeepSeek Founder)

https://thechinaacademy.org/interview-with-deepseek-founder-were-done-following-its-time-to-lead/
https://thechinaacademy.org/interview-with-deepseek-founder-were-done-following-its-time-to-lead/


https://darioamodei.com/on-deepseek-and-export-controls 

DeepSeek-V3 was actually the real 
innovation and what should have 
made people take notice a month 
ago (we certainly did). As a 
pretrained model, it appears to 
come close to the performance of4 
state of the art US models on some 
important tasks, while costing 
substantially less to train 

- Dario Amodei

https://darioamodei.com/on-deepseek-and-export-controls
https://github.com/deepseek-ai/DeepSeek-V3
https://darioamodei.com/on-deepseek-and-export-controls#fn:4


https://stratechery.com/2025/deepseek-faq/ 

The reason why I spent so much 
time on V3 is that that was the 
model that actually demonstrated a 
lot of the dynamics that seem to be 
generating so much surprise and 
controversy. R1 is notable, however, 
because o1 stood alone as the only 
reasoning model on the market, 
and the clearest sign that OpenAI 
was the market leader.

- Ben Thompson

https://stratechery.com/2025/deepseek-faq/


Summary

DeepSeek v3 DeepSeek R1

● Long-running story in LLMs: 

Better base models enable new 
capabilities

● Long delayed insight into the 
state-of-the-art



Talk Plan

DeepSeek v3 DeepSeek R1

● Three key insights from both papers. 

● What this tells us about where things are going



DeepSeek v3



To understand how progress will 
proceed when intelligence becomes 
an algorithmic problem, we might 
do well to look at how existing 
algorithms improve. Several 
features of characteristic 
algorithmic improvement curves 
should interest us. How fast is 
progress? Does it tend to be smooth 
or lumpy? …

- Katja Grace

https://intelligence.org/files/AlgorithmicProgress.pdf 

https://intelligence.org/files/AlgorithmicProgress.pdf


Shifting the Curve



https://darioamodei.com/on-deepseek-and-export-controls 

What this typically does is shift 
the curve: if the innovation is a 
2x "compute multiplier" (CM), 
then it allows you to get 40% on 
a coding task for $5M instead of 
$10M; or 60% for $50M instead 
of $100M, etc.

- Dario Amodei

https://darioamodei.com/on-deepseek-and-export-controls


Three ways DeepSeek v3 - "Shifts the Curve"

● Architecture

● Parallelization

● Quantization

Caveat: Paper is detailed but not enough to 
split out individual contributions.



Architecture: Mixture of Experts (Review)

Outrageously Large Neural Networks: 
The Sparsely-Gated Mixture-of-Experts Layer

(Shazeer et al. 2017)



Architecture: Mixture of Experts

● GPT4 architecture has not been confirmed, long rumored to be MoE

(Employed several MoE innovators)

● Llama-3 notably is not MoE but standard Transformer

● Mistral open-sourced MoE, but less training details



Architecture: DeepSeek-MoE



Router weights

Hard selection

Mixture

Architecture: DeepSeek-MoE



Architecture: DeepSeek-MoE

● Model setup

 

● Different layers exhibit expert specialization

Model #Total Params #Activated Params

DeepSeek-V3 671B 37B



Parallelization: Data Parallelism (Review)
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Parallelization: Balance

● Need to ensure all compute is 
being used

 

● Adjust routing based on overload



innniin

wwww

Parallelization: Traffic

● Too many active experts can 
overload network

 



innniin
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Parallelization: Network Hierarchy

● Intra (NVLink): 8 GPUs
● Inter (IB): Cluster

 



Quantization: Float (Review)

fp64

fp32



Quantization: Float (Review)

fp16

bf16



Quantization: Tensor Cores

wgmma -  instruction

"Warpgroup level Matrix Multiply 
Accumulate"

D(m×n) = A(m×k)×B(k×n)+D(m×n)

For m=64  k=16, n = power of 2



fp8

E4M3

E5M2



ME4M3

E



Quantization: Full Pipeline



What Don't We Know?

● V3 Paper gives relatively little information on data! 

● Kernels are described but not provided (open-weights)



OpenAI Allegations

● OpenAI insinuated that 
DeepSeek had access to 
large amount of outputs

● Well known "distillation" 
properties from small 
amounts of data 



DeepSeek is quite ambitious
We will consistently study and refine our model architectures, 

aiming to further improve both the training and inference 
efficiency, striving to approach efficient support for infinite 

context length. Additionally, we will try to break through the 
architectural limitations of Transformer, thereby pushing the 

boundaries of its modeling capabilities.



DeepSeek R1



(Chief Research Officer at OpenAI)



Reminder: OpenAI o1



https://openai.com/index/learning-to-reason-with-llms/ 

o1 learns to hone its chain of thought 
and refine the strategies it uses. It 
learns to recognize and correct its 
mistakes. It learns to break down 
tricky steps into simpler ones. It 
learns to try a different approach 
when the current one isn’t working.

- OpenAI

https://openai.com/index/learning-to-reason-with-llms/


Example: Model "Thinking"

First, the cipher seems connected to the plaintext.

Given the time constraints, perhaps the easiest way

is to try to see patterns.

Option 1: Try to find mapping from letters to letters.

Do any letters match?

First, let’s write down the ciphertext and plaintext letters on top of each other.



Speculations on o1

After the release of o1, unsure of method

● Massive annotation effort? 
● Process Reward Model?
● MCTS? 
● Classic AI search? 



Reasoning 
+ answer

R1-Zero: Simple, Scalable Method

LLM

Thinking 
Prompt 
+ Problem
Definition

Symbolic 
Checker

REINFORCE
(GRPO)



Where does the reward come from?

● Hard-coded verifiers for math and coding puzzles

● Hard-coded linters for style



The "Aha Moment"

● The RL process 
increases length of 
responses

● Responses 
resemble "thinking" 
without prodding





Wait what!?

Big question: This seems too simple.

Punchline

● Method seems to require sufficiently strong model to learn
● Once learned can be transferred to simpler model (distillation)



What About Complex Methods?

Process Reward Models MCTS



Challenges: Legibility

Although DeepSeek-R1-Zero exhibits strong reasoning 
capabilities and autonomously develops unexpected and 
powerful reasoning behaviors, it faces several issues. For 
instance, DeepSeek-R1-Zero struggles with challenges 

like poor readability, and language mixing.



Challenges: General-Purpose Models

For reasoning data, we adhere to the methodology outlined in 
DeepSeek-R1-Zero, which utilizes rule-based rewards to guide the 
learning process in math, code, and logical reasoning domains. For 

general data, we resort to reward models to capture human 
preferences in complex and nuanced scenarios



Challenges: Scaling

Big question: Can this stage reach pretraining scale?

Due to the long evaluation times, which impact the efficiency of the RL 
process, large-scale RL has not been applied extensively in software 

engineering tasks. As a result, DeepSeek-R1 has not demonstrated a huge 
improvement over DeepSeek-V3 on software engineering benchmarks.



Proposed Solutions

● R1 -> Cold-started from human written data

● Non-Reasoning data -> use LLMs to provide CoT with basic checks

● Many of this feels like precursor to R2, R3 … 



What's happened this week?



For friends of open source: imo the 
highest leverage thing you can do is 
help construct a high diversity of RL 
environments that help elicit LLM 
cognitive strategies. To build a gym of 
sorts. This is a highly parallelizable 
task, which favors a large community 
of collaborators.

- Andrei Karpathy



What Now?



???



The 2010s were the age of scaling, 
now we're back in the age of 
wonder and discovery once again. 
Everyone is looking for the next 
thing. Scaling the right thing 
matters more now than ever.

- Ilya

https://www.reuters.com/technology/artificial-intelligence/openai-rivals-see
k-new-path-smarter-ai-current-methods-hit-limitations-2024-11-11/ 

https://www.reuters.com/technology/artificial-intelligence/openai-rivals-seek-new-path-smarter-ai-current-methods-hit-limitations-2024-11-11/
https://www.reuters.com/technology/artificial-intelligence/openai-rivals-seek-new-path-smarter-ai-current-methods-hit-limitations-2024-11-11/


https://darioamodei.com/on-deepseek-and-export-controls 

From 2020-2023, the main thing 
being scaled was pretrained 
models: models trained on 
increasing amounts of internet text 
with a tiny bit of other training on 
top. In 2024, the idea of using 
reinforcement learning (RL) to 
train models to generate chains of 
thought has become a new focus of 
scaling. 
- Dario Amodei

https://darioamodei.com/on-deepseek-and-export-controls


https://thechinaacademy.org/interview-with-deepseek-foun
der-were-done-following-its-time-to-lead/ 

We’ve grown accustomed to Moore’s 
Law “falling from the sky”—waiting 
18 months for better hardware and 
software. Scaling Law is treated 
similarly. However, these 
advancements are the result of 
generations of relentless effort by 
Western-led technology 
communities. Because we haven’t 
been actively involved in this process, 
we’ve come to overlook its 
significance.

- Liang Wenfeng (DeepSeek Founder)

https://thechinaacademy.org/interview-with-deepseek-founder-were-done-following-its-time-to-lead/
https://thechinaacademy.org/interview-with-deepseek-founder-were-done-following-its-time-to-lead/



