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“The systems of thought .. use linguistic expressions for reasoning, interpretation,
organizing action, and other mental acts.”

“A substantial part of
what we call thinking 1is
simply linguistic
manipulation, so if
there 1s a severe deficit
of language, there will
be a severe deficit of
thought.”

Noam Chomsky
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a The human language system: Introduction and key properties

e The relationship between language and thought in humans.

The structure of human thought.

e Neural network LMs—a new model organism for language research



0 The human language system: Introduction and key properties



The language system
- B

Sample individual language maps:
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The language system

Activations are highly stable within individuals over time:
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The language system

*robust response during *robust response during
comprehension production
0) D

“encoder-decoder”



The language system

robust response during
comprehension

) @

The Classic Model

“encoder-decoder”

Broca’'s articulatory planning area
(planning oro-facial movements
during speech production)

Broca's area Wernicke's area Wernicke’s speech perception area
(language (language (processing speech sounds
production) comprehension) during speech perception)

*robust response during
production

o D

Primary auditory cortex

Language network
(amodal language
comprehension

and production)




The language system

*robust response during *robust response during
comprehension production
0) D

“encoder-decoder”

*present and adult-like in
topography in children (by 3-4y)




The language system

*robust response during *robust response during
comprehension production
0) D

“encoder-decoder”

*present and adult-like in *similar across languages
topography in children (by 3-4y) across and within speakers

Saima Malik- Czech Gujarati
Moraleda




The language system

*robust response during *robust response during
comprehension production
9 gy D
“encoder-decoder”
*present and adult-like in *similar across languages

topography in children (by 3-4y) across and within speakers
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/"A&’h ~ P . o r Ny
/ »‘% \ & [y el ;gﬁ" ’
fi L3 (French) L3 (Spanish) L4 (German) L2 (Klingon)
Saima Malik-

Moraleda



The language system

*robust response during *robust response during
comprehension production
0) D

“encoder-decoder”

*present and adult-like in *similar across languages - causally important for
topography in children (by 3-4y) across and within speakers language function

-0




The language system

What linguistic computations does the language system support?

06

A red-haired woman is playing with her dog ...




The language system

What linguistic computations does the language system support?

N AN AN

A red-haired woman is playing with her dog ...



The language system

What linguistic computations does the language system support?

. Fedorenko et al. (2010 | N hys);
The language system supports computations that are related to: Fedorenko ot ol fzo,éﬁNf\‘;)’f” )

« word retrieval ) Shain, Kean et al. (2024 JOCN);

i o Kauf et al. (2024 bioRiv)
« syntactic structure building
« semantic composition

Shain, Blank et al. (2020 Np’logia);
Shain et al. (2023 |Neuro)

0 ©
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A red-haired woman is playing with her dog ...




The language system

What linguistic computations does the language system support?

Many language voxels do not
show semantic tuning.

A sample voxel in the posterior
temporal language area in a sample
participant.

Responses to 1,000 sentences sorted
by response magnitude in this voxel.
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The language system

What linguistic computations does the language system support?

Many language voxels do not
show semantic tuning.

Both mentally and physically, you're attracted.
Last, you will score for variety.

5] ||encceptmostproudyand eagerly. Responses to diverse semantic content.
The brick walls extended high up.

The seemingly impossible can be attained.

Describing migration and life history patterns.
2 1 A vampire can full on cry?
0
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The language system

What linguistic computations does the language system support?

Many language voxels do not

A sample voxel in the posterior temporal show semantic tuning.
1.251 Loft language area in a sample participant.
Impress
1.001 / p_ Responses to 180 concepts sorted by response
Tree magnitude in this voxel (data from Experiment 1
0.751 in Pereira et al. (2018 Nat Comms).
lliness
0.501
Responses to diverse semantic content.
0.251
0.00+ %
Maria
Ryskina
—0.251 LEFT ILLNESS
[}
—0.50' Q Q J I &
PailAR
—0.751 e eSS |1‘
’ i i i : : : i i Greta
0 25 50 75 100 125 150 175 Tuckute




The language system

To learn more:

nature reviews neu roscience https://doi.org/10.1038/s41583-024-00802-4

Nature Reviews Neuroscience | Volume 25 | May 2024 | 289-312

Review article

Thelanguage networkasa
natural kind withinthe broader
landscape of the human brain

M Check for updates

Evelina Fedorenko®'** ', Anna A. Ivanova®* & Tamar |. Regev ©®'?




nature reviews neuroscience https://dol.org/101038/541583-024-00802-4
Nature Reviews Neuroscience | Volume 25 | May 2024 289-312 -robust response during «robust response during
Review article 0 Checkforupdates comprehension production
VOS - %D
Thelanguage networkasa DEC o o

natural kind within the broader
landscape of the humanbrain

“encoder-decoder”

Evelina Fedorenko®'>* *, Anna A. lvanova®* & Tamar 1. Regev®**

e The relationship between language and thought in humans.




“The systems of thought .. use linguistic expressions for reasoning, interpretation,
organizing action, and other mental acts.”

“A substantial part of How do we test this hypothesis?
what we call thinking 1is

simply linguistic
manipulation, so if g@ Is thelanguagesyst_em @
there is a severe deficit engaged when we think?

of language, there will

be a severe deficit of
thought.” =
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Noam Chomsky



Language vs. thought (and other non-linguistic functions)

Language areas are highly selective relative to diverse non-linguistic inputs and tasks.

% BOLD signal change

34 experiments, 79 conditions;
““““““““““““““““““““ 780 participants across 1,051 scanning sessions
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Numerical
cognition
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Fedorenko et al. (201 | PNAS);

Fedorenko et al. (2012 Curr Blo);

Pritchett et al. (2018 | Neurophys);
Jouravlev et al. (2019 Np’logia);

Shain, Paunov, Chen et al. (2023 Cer Cort);
Ivanova et al. (2020 elife);

Benn, Ivanova et al. (2023 Cer Cort);

Chen et al. (2023 Cer Cort), inter alia
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Language vs. thought (and other non-linguistic functions)

Language areas show little/no response when we engage in diverse thought-related activities.
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Language vs. thought (and other non-linguistic functions)

Language areas show little/no response when we engage in diverse thought-related activities.

% BOLD signal change

0

Physical reasoning Logic
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va Iﬂ w Hope Kean E

Executive
functions

A

1 - Auditory sentence comprehension (listening)
2 - Visual sentence comprehension (reading)
3 - Spoken sentence production (speaking)

Shain, Paunov, Chen et al. (2023 Cer Cort);

Ivanova et al. (2020 elife);

Benn, Ivanova et al. (2023 Cer Cort);

Chen et al. (2023 Cer Cort), inter alia
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“The systems of thought .. use linguistic expressions for reasoning, interpretation,
organizing action, and other mental acts.”

“A substantial part of How do we test this hypothesis?

what we call thinking 1is
simply linguistic

manipulation, so if @ Is the language syst_em @
there is a severe deficit engaged when we think?

of language, there will

Can we think
without language?

be a severe deficit of ? &
thought » — = 2417= \',hf,,
- = X T,
N < 2
2
80 o2
c &5 . .
" 2417= N\ Sample lesions of patients
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= = with global aphasia:
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Noam Chomsky



Language vs. thought
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“The systems of thought .. use linguistic expressions for reasoning, interpretation,

organizing action, and other mental acts.”

“A substantial part of
what we call thinking is '=3
simply linguistic

manipulation, so if

there 1s a severe deficit

of language, there will

be a severe deficit of

thought.”

Noam Chomsky

Is the language system
engaged when we think?

Perspective

Can we think

No

Nature | Vol 630 | 20 June 2024 | 575

Language is primarily a tool for
communication rather than thought

without language?

https://doi.org/10.1038/s41586-024-07522-w  Evelina Fedorenko"?=, Steven T. Piantadosi® & Edward A. F. Gibson'

Received: 15 February 2023

Accepted: 3 May 2024

Published online: 19 June 2024

® | Check for updates

Language is a defining characteristic of our species, but the function, or functions,
thatitserves has been debated for centuries. Here we bring recent evidence from
neuroscience and allied disciplines to argue thatin modern humans, language isa
tool for communication, contrary to a prominent view that we use language for
thinking. We begin by introducing the brain network that supports linguistic ability
in humans. We then review evidence for a double dissociation between language
and thought, and discuss several properties of language that suggest thatitis
optimized for communication. We conclude that although the emergence of
language has unquestionably transformed human culture, language does notappear
to be a prerequisite for complex thought, including symbolic thought. Instead,
language is a powerful tool for the transmission of cultural knowledge; it plausibly
co-evolved with our thinking and reasoning capacities, and only reflects, rather than
givesrise to, the signature sophistication of human cognition.

Yes



The structure of thought
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The structure of thought

Multiple demand
network

e.g., Duncan (2010);
Assem et al. (2020)
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The structure of thought

Theory of mind
network

“h 4

e.g., Saxe & Kanwisher (2003)
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The structure of thought

Default network

Broadly similar areas as
the Theory of Mind
network, but robustly
dissociable within
individuals.

Braga & Buckner (2017)
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The structure of thought

Numerical

Fischer et al. (2016) cognition
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The structure of thought
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Nature Reviews Neuroscience | Volume 25 | May 2024 | 289-312 «robust response dUI’ing *robust re_sponse during
Review article 1 Cheokfor pdates comprehension production
Thelanguage network asa 9 @ = kb
natural kind within the broader
landscape of the human brain wencoder-decoder”

Evelina Fedorenko®'>**, Anna A. lvanova®* & Tamar I. Regev ®

e Neural network LMs—a new model organism for language research



Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Language stimulus:

’A red-haired woman is playing with her dog on a beach near a lighthouse. ‘

Similarity

Internal neural Internal neural
representations: metric: representations:
hidden unit activations responses in the language areas

<+—>

(recorded with e.g., fMRI, ECoG)

O: OO0
O: OO0



Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Cross-validated correlation

with human data

0.3

0.2

0.1

43 state of the art LMs

BERT XLM T5 AIBERT GPT

E E BN bidir. BN unidir.
emb. cllMirec. transf. M transf.

|Schrimpf et al. (2021 PNAS) |




Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?
Yes

the upper bound (how well different
human brains align to each other) = 0.32

These findings have been replicated by
many independent research groups,
across many neural datasets.

d
gual-cased

multilin
uncase ]
uncased-whole-word-masking
ge-vl
large-v2
e-v2

ge
xxlarge-v1

base-v1
base-v2
lar
xlarge-v1
xlarge-v2
xxlarg

Cross-validated correlation
with human data

2-medium
2-large

gpt2-x|

ge
transfo-xI-wt10

D D
M xIm-roberta-lar

BERT XLM T5 AIBERT GPT

9 bidir. €N unidir,
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emb. cmrec. M transf. M transf. [schrimpf et dl. (2021 PNAS)|




Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Cross-validated correlation

with human data

o
w

O
N

o
—

Performance on the next-word prediction task

Yes

Optimizing for predictive
representations may be a critical
objective of both biological and
artificial language models.

|Schrimpf et al. (2021 PNAS) |




Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?
Yes
Are the representations similar enough to “control” activity in the language system?

Q
| 2

Greta Tuckute

Tuckute et dl. (2024 NatHumBe) |




Neural network LMs as models of human language processing

Non-invasive closed-loop control of the language circuits

Tuckute et al.
a=m R (2024 NatHumBeh)
»&.
|

Greta Tuckute

“Suppress” sentences

We were sitting on the couch.
That is such a beautiful picture!
They stood there for a moment.
They went up the stairs together.
Inside was a tiny silver sculpture.
They walked out onto the balcony.
Cas gazed up at the sky.

What else is there to do?

\

Training the encoding model on

1,000 diverse sentences:

= =
o wn

o
8]

o
n

cored BOLD response (mean)

r=0.38

-06 -04 -02 00 02 04 06
Encoding model prediction

“Drive” sentences

Changing PhD group: Yes or Not?
Notice how you reacted to WTF.
Add, some feminists are call male.
Jiffy Lube of -- of therapies, yes.
People on Insta Be Like, “Gross!”
Buy sell signals remains a particular.
Turin loves me not, nor will.

URL right, or report reviewing Vimeo.

04

o
[N)

Z-scored BOLD response
I
©
N

(mean % within-participant SE)
o
o

|
o
a

Dri\'/e Suppr'ess Baséline

Successful modulation of brain responses to language in a closed-loop manner. Condition



Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?
Yes
Are the representations similar to the language system across languages?

Do multilingual LMs capture some features shared across languages
to enable generalization to neual data from new languages?

Andrea de Varda

de Varda et al. (2025 bioRxiv) |




Neural network LMs as models of human language processing

Cross-validated correlation

with human data

Generalization to new languages with multilingual LMs

implicit

masked LM

Jr+

0.6
explicit
0.5 | ,
contrastive
0.4+ O
translation
0.31 —
0.21
0.14
I
/é(\\ \’{;\’ﬁe ?\\
AR

span corr.
1

-

causal LM

Human neural
(fMRI) data from 12

diverse languages:
* Afrikaans

* Dutch

* Farsi

* French

* Lithuanian

* Marathi

* Norwegian
* Romanian

* Spanish

* Tamil

* Turkish

* Viethamese

Andrea de Varda

de Varda et al. (2025 bioRxiv) |




Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?
Yes

Annual Review of Neuroscience

Greta Tuckute, Nancy Kanwisher,
and Evelina Fedorenko

Department of Brain and Cognitive Sciences and McGovern Institute for Brain Research,
Massachusetts Institute of Technology, Cambridge, Massachusetts, USA;
email: evelina9@mit.edu




Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Yes
Some things | find exciting:

*What properties make an LM similar (in its
behavior and/or internal representations) to the
human language system?

() importance of controlled
experimentation

o o
) w

o
-

Cross-validated correlation
with human data

o




Neural network LMs as models of human language processing

Distilling the necessary and sufficient conditions for an LM
to resemble the human language system

minimal model pairs varying in: Language stimulus:
« architecture ’A red-haired woman is playing with her dog on a beach near a lighthouse. ‘

- training data
- training objectives / \

Brain:

Internal neural Sim”arit)’ Internal neural
representations: metric: representations:
hidden unit activations responses in the language areas

<+—>

(recorded with e.g., fMRI, ECoG)

O: OO0
O: OO0



Neural network LMs as models of human language processing

Distilling the necessary and sufficient conditions for an LM
to resemble the human language system

minimal model pairs varying in:
* architecture

- training data

» training objectives

®;
=%

é%
A

£a)
Eghbal

Hosseini

Hosseini et al.
(2024 NerobioLang)

Cross-validated correlation

with human data

Model trained on a

developmentally plausible

amount of data

*

d

A

Even when trained on a developmentally
plausible amount of data, a GPT-style model
can predict human neural responses.

Fully trained
model

o 1B
@ 100M
@ 10M
@ 1M

@ Untrained

untrained 1M 10M 100M

1B Schrimpf

(2021)

Size of the training corpus



Neural network LMs as models of human language processing

Distilling the necessary and sufficient conditions for an LM
to resemble the human language system

minimal model pairs varying in: Language stimulus:
« architecture ’A red-haired woman is playing with her dog on a beach near a lighthouse. ‘

- training data
- training objectives / \

Brain:
/( | "l’
(including building more ,
biologically and cognitively Internal neural O Similarity O Internal neural
plausible models) representations: metric: representations:
hidden unit activations Q Q responses in the language areas
0. O H O (recorded with e.g., fMRI, ECoG)
e.g., . hu,man—like memory
- recurrent NNs limitations O O

* more human-like neurons
+ wiring lenght costs



Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Yes
Some things I find exciting:

*What properties make an LM similar (in its
behavior and/or internal representations) to the
human language system?

*What linguistic features are shared betwen
LM and human representations? What are the
core dimensions of linguistic representations?



Neural network LMs as models of human language processing

Linguistic representations in LMs vs. humans

Uncovering the representational
axes of language via ‘controversial

stimuli’ (“stress-testing” the models): Language stimulus:
’A red-haired woman is playing with her dog on a beach near a lighthouse. ‘

Language network
Model 1
ol [ A,
N ]
Model 3 [[[-] > A {
Sentences that represented differently across models = ) -
Representation individuality Representation universality . /‘ {
I I - { v
= Y (R - m [T "
a -Dl d—a oa d—8 . .
A \ve Internal neural Q Slmlla”t)’ Q Internal neural
representations: metric: representations:
One model remains consistent with the brain All models diverge from the brain hidden unit activations Q Q responses in the Ianguage areas
O H O (recorded with e.g.,, fMRI, ECoG)
I, Q Q
&%
‘ y
i N AR —
Eghbal Hosseini et al.
Hosseini (2023 CCN; 2025 bioRxiv)




Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Yes
Some things I find exciting:

*What properties make an LM similar (in its
behavior and/or internal representations) to the
human language system?

*What linguistic features are shared betwen
LM and human representations? What are the
core dimensions of linguistic representations?

*Using LMs as tools for understanding typical
and atypical language development, and
acquired language disorders.



Neural network LMs as models of human language processing

Language development Language disorders
(“controlled rearing” approaches) (model ablation and related
Building and evaluating Relating representations from approaches)
developmentally plausible ‘baby language models’ to
language models, including: neural data from children across
the developmental trajectory.
multimodal

speech-based models  (janguage+vision)
models

i R !
| ':: | [ i
Q|

Chengxu Zhuang et al.

Greta Tuckute Zhuang __|((2023,2024) Halie

A




Language and thought are robustly distinct in the human brain.

—» Language is supported by a specialized brain network.

—p Different aspects of thought rely on distinct brain networks,
but the ontology of thought requires more work.

Representations from neural network LMs are similar to those

in the human language system. § Q@
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