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Noam Chomsky

“The systems of thought … use linguistic expressions for reasoning, interpretation, 
organizing action, and other mental acts.”

“A substantial part of 
what we call thinking is 
simply linguistic 
manipulation, so if 
there is a severe deficit 
of language, there will 
be a severe deficit of 
thought.”

“nearly decomposable systems”
Herbert Simon



The human language system: Introduction and key properties1

The relationship between language and thought in humans.2

3 Neural network LMs—a new model organism for language research

Today:

The structure of human thought.
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Sample individual language maps:

Language > Perceptually 
matched control

Fedorenko et al. (2010, J Neurophys)

The language system
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Mahowald & Fedorenko (2016, NeuroImage); 

Lipkin et al. (2022, Nat Sci Data)

The language system
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• robust response during 
comprehension

• robust response during 
production

The language system

“encoder-decoder”

Hiersche et al. (2023); Ozernov-Palchik, 
O’Brien et al. (2024); Olson et al. (in prep.)

•present and adult-like in 
topography in children (by 3-4y)

•similar across languages 
across and within speakers

Malik-Moraleda, Ayyash et al. (2022); 
Malk-Moraleda, Jouravlev et al. (2024)

Saima Malik-
Moraleda



• robust response during 
comprehension

• robust response during 
production

The language system

“encoder-decoder”

Hiersche et al. (2023); Ozernov-Palchik, 
O’Brien et al. (2024); Olson et al. (in prep.)

•present and adult-like in 
topography in children (by 3-4y)

•similar across languages 
across and within speakers

Malik-Moraleda, Ayyash et al. (2022); 
Malk-Moraleda, Jouravlev et al. (2024)

Saima Malik-
Moraleda



• robust response during 
comprehension

• robust response during 
production

The language system

“encoder-decoder”

Hiersche et al. (2023); Ozernov-Palchik, 
O’Brien et al. (2024); Olson et al. (in prep.)

•present and adult-like in 
topography in children (by 3-4y)

•similar across languages 
across and within speakers

Malik-Moraleda, Ayyash et al. (2022); 
Malk-Moraleda, Jouravlev et al. (2024)

•causally important for 
language function

a large body of work on aphasia
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The language system
What linguistic computations does the language system support?

A red-haired woman is playing with her dog …

The language system supports computations that are related to:

•  word retrieval

•  syntactic structure building

•  semantic composition

Fedorenko et al. (2010 J Neurophys);  
Fedorenko et al. (2016 PNAS); 
Shain, Kean et al. (2024 JOCN);
Kauf et al. (2024 bioRiv)

Shain, Blank et al. (2020 Np’logia); 
Shain et al. (2023 JNeuro)



The language system
What linguistic computations does the language system support?

A sample voxel in the posterior 
temporal language area in a sample 
participant.


Responses to 1,000 sentences sorted 
by response magnitude in this voxel.

Greta 
Tuckute

Many language voxels do not 
show semantic tuning.
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The language system
What linguistic computations does the language system support?

Sin
Tree

Illness

LEFT TREE ILLNESS

Many language voxels do not 
show semantic tuning.

Greta 
Tuckute

Maria 
Ryskina

Impress

Left

Responses to diverse semantic content.

A sample voxel in the posterior temporal 
language area in a sample participant.


Responses to 180 concepts sorted by response 
magnitude in this voxel (data from Experiment 1 
in Pereira et al. (2018 Nat Comms).



The language system

To learn more:
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The relationship between language and thought in humans.2

Today:

3 Neural network LMs—a new model organism for language research



Noam Chomsky

“The systems of thought … use linguistic expressions for reasoning, interpretation, 
organizing action, and other mental acts.”

“A substantial part of 
what we call thinking is 
simply linguistic 
manipulation, so if 
there is a severe deficit 
of language, there will 
be a severe deficit of 
thought.”
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Is the language system 
engaged when we think?

How do we test this hypothesis?



34 experiments, 79 conditions; 

780 participants across 1,051 scanning sessions

Fedorenko et al. (2011 PNAS); 
Fedorenko et al. (2012 Curr BIo);
Pritchett et al. (2018 J Neurophys);
Jouravlev et al. (2019 Np’logia); 
Shain, Paunov, Chen et al. (2023 Cer Cort);
Ivanova et al. (2020 eLife);
Benn, Ivanova et al. (2023 Cer Cort);
Chen et al. (2023 Cer Cort), inter alia

Language areas are highly selective relative to diverse non-linguistic inputs and tasks.

Language vs. thought (and other non-linguistic functions)



Language areas show little/no response when we engage in diverse thought-related activities.

Math

2+17=
56x3=

Executive 
functions

World 
knowledge 

Social perc. + 
reasoning

Fedorenko et al. (2011 PNAS); 
Fedorenko et al. (2012 Curr BIo);
Pritchett et al. (2018 J Neurophys);
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Chen et al. (2023 Cer Cort), inter alia

Language vs. thought (and other non-linguistic functions)

Physical reasoning Logic

Hope Kean
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with global aphasia:

Can we think  
without language?



Fedorenko & Varley (2016 ANYAS); 
Woolgar et al. (2018 Nat Hum Beh);
Ivanova et al. (2021 NOL);
Chen et al. (2022 Cer Cort);
Benn, Ivanova et al. (2023 Cer Cort), inter alia

Sample lesions of patients 

with global aphasia:

Language vs. thought
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Noam Chomsky
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e.g., Duncan (2010); 
Assem et al. (2020)
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Broadly similar areas as 

the Theory of Mind 
network, but robustly 

dissociable within 
individuals.

Spatial 
navigation

Braga & Buckner (2017)
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Pramod et al. (in prep.)
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The human language system: Introduction and key properties1

The relationship between language and thought in humans.2

Today:

3 Neural network LMs—a new model organism for language research



Are LLMs similar to the human language system in their representations?

Language stimulus:

Internal neural 
representations:
hidden unit activations

Internal neural 
representations:
responses in the language areas 
(recorded with e.g., fMRI, ECoG)

Model:

… …

Similarity 
metric:

A red-haired woman is playing with her dog on a beach near a lighthouse.

Brain:

Neural network LMs as models of human language processing



Schrimpf et al. (2021 PNAS)

0

0.3

0.1

0.2

C
ro

ss
-v

al
id

at
ed

 c
or

re
la

tio
n 

w
ith

 h
um

an
 d

at
a

43 state of the art LMs

Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?



Schrimpf et al. (2021 PNAS)

0

0.3

0.1

0.2

the upper bound (how well different 
human brains align to each other) = 0.32

C
ro

ss
-v

al
id

at
ed

 c
or

re
la

tio
n 

w
ith

 h
um

an
 d

at
a

Yes

Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

These findings have been replicated by 
many independent research groups, 
across many neural datasets.



Schrimpf et al. (2021 PNAS)

Yes

Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?
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r = .56

Performance on the next-word prediction task


Optimizing for predictive 
representations may be a critical 
objective of both biological and 
artificial language models.



Yes

Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Tuckute et al. (2024 NatHumBeh)

Are the representations similar enough to “control” activity in the language system?

Greta Tuckute



Successful modulation of brain responses to language in a closed-loop manner.

??

??

“Drive” sentences

“Suppress” sentences

Training the encoding model on 
1,000 diverse sentences:

r=0.38

Encoding model prediction
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Neural network LMs as models of human language processing

Non-invasive closed-loop control of the language circuits
Tuckute et al.  

(2024 NatHumBeh)

Greta Tuckute



Yes

Neural network LMs as models of human language processing

Are LLMs similar to the human language system in their representations?

Are the representations similar to the language system across languages?

de Varda et al. (2025 bioRxiv)

Andrea de Varda

Do multilingual LMs capture some features shared across languages 
to enable generalization to neual data from new languages?



Neural network LMs as models of human language processing

Andrea de Varda

Generalization to new languages with multilingual LMs
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Human neural 
(fMRI) data from 12 
diverse languages:

• Afrikaans

• Dutch

• Farsi

• French

• Lithuanian

• Marathi

• Norwegian

• Romanian

• Spanish

• Tamil

• Turkish

• Vietnamese

de Varda et al. (2025 bioRxiv)
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Neural network LMs as models of human language processing

Yes
Are LLMs similar to the human language system in their representations?

Some things I find exciting:

•What properties make an LM similar (in its 
behavior and/or internal representations) to the 
human language system?

(!) importance of controlled 
experimentation



Neural network LMs as models of human language processing

Distilling the necessary and sufficient conditions for an LM 
to resemble the human language system

Language stimulus:

Internal neural 
representations:
hidden unit activations

Internal neural 
representations:
responses in the language areas 
(recorded with e.g., fMRI, ECoG)

Model:

… …

Similarity 
metric:

A red-haired woman is playing with her dog on a beach near a lighthouse.

Brain:

minimal model pairs varying in:

•  architecture

•  training data

•  training objectives



Neural network LMs as models of human language processing

Distilling the necessary and sufficient conditions for an LM 
to resemble the human language system

minimal model pairs varying in:

•  architecture

•  training data 
•  training objectives

Untrained
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Fully trained 

model

Model trained on a 
developmentally plausible 

amount of data

Even when trained on a developmentally 
plausible amount of data, a GPT-style model 
can predict human neural responses.

Hosseini et al. 
(2024 NerobioLang)

Eghbal 
Hosseini



Neural network LMs as models of human language processing

Distilling the necessary and sufficient conditions for an LM 
to resemble the human language system

Language stimulus:

Internal neural 
representations:
hidden unit activations

Internal neural 
representations:
responses in the language areas 
(recorded with e.g., fMRI, ECoG)

Model:

… …

Similarity 
metric:

A red-haired woman is playing with her dog on a beach near a lighthouse.

Brain:

minimal model pairs varying in:

•  architecture

•  training data

•  training objectives

(including building more 
biologically and cognitively 
plausible models)

e.g.,

• recurrent NNs

• more human-like neurons

• wiring lenght costs

e.g.,

• human-like memory 

limitations



Neural network LMs as models of human language processing

Yes
Are LLMs similar to the human language system in their representations?

Some things I find exciting:

•What properties make an LM similar (in its 
behavior and/or internal representations) to the 
human language system?

•What linguistic features are shared betwen 
LM and human representations? What are the 
core dimensions of linguistic representations?



Neural network LMs as models of human language processing

Linguistic representations in LMs vs. humans

Language stimulus:

Internal neural 
representations:
hidden unit activations

Internal neural 
representations:
responses in the language areas 
(recorded with e.g., fMRI, ECoG)

Model:

… …

Similarity 
metric:

A red-haired woman is playing with her dog on a beach near a lighthouse.

Brain:

Uncovering the representational 
axes of language via ‘controversial 
stimuli’ (“stress-testing” the models):

Hosseini et al. 
(2023 CCN; 2025 bioRxiv)

Eghbal 
Hosseini



Neural network LMs as models of human language processing

Yes
Are LLMs similar to the human language system in their representations?

Some things I find exciting:

•What properties make an LM similar (in its 
behavior and/or internal representations) to the 
human language system?

•Using LMs as tools for understanding typical 
and atypical language development, and 
acquired language disorders.

•What linguistic features are shared betwen 
LM and human representations? What are the 
core dimensions of linguistic representations?



Neural network LMs as models of human language processing
Language development

Building and evaluating 
developmentally plausible 
language models, including:

Relating representations from 
‘baby language models’ to 
neural data from children across 
the developmental trajectory.

speech-based models
multimodal 

(language+vision) 
models

Halie  
Olson

Chengxu 
ZhuangGreta Tuckute

Language disorders
(“controlled rearing” approaches) (model ablation and related 

approaches)

Zhuang et al. 
(2023, 2024)



Language and thought are robustly distinct in the human brain.

Take-aways

Representations from neural network LMs are similar to those 
in the human language system.

Language is supported by a specialized brain network.

Different aspects of thought rely on distinct brain networks, 

but the ontology of thought requires more work.
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