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The rise of AI psychology



The rise of AI psychology



The Turing test

My name is Tom

My name is Tom



COMMON ERROR:  

MISTAKING FLUENT LANGUAGE FOR FLUENT THOUGHT



good at language

good at thought 

Fallacy #1 Fallacy #2
bad at language

bad at thought 



When evaluating LLM capabilities,  
we should dissociate language and  

cognition/intelligence/thought.
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Language and the brain

Language processing in the brain takes place within a separate network.

Words, phrases, sentences

Listening and reading Speaking and writing

Fedorenko et al, 2010, 2011; Scott et al, 2017; Hu, Small et al, 2022; etc, etc



Language and the brain

Language areas show little/no response when we engage in diverse thought-
related activities.

2+17 =>

etc.

Math

Logical reasoning
 
Problem solving

Conceptual knowledge

Physical reasoning
Social reasoning
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slide adapted from Ev Fedorenko; for a review, see Fedorenko, Ivanova & Regev, 2024



Language and the brain

Language areas can be damaged with little/no effect on thought-related 
activities.

Sample patients’ lesions:

etc.2+17 =>

slide adapted from Ev Fedorenko; for a review, see Fedorenko, Ivanova & Regev, 2024
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Formal and functional linguistic competence

Mahowald, Ivanova et al, 2024
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core language 
knowledge

social 
knowledge

world 
knowledge

situation 
modeling

semantic  
tasks

FORMAL COMPETENCE  
(language-specific)

FUNCTIONAL COMPETENCE  
(non-language-specific)

general 
cognitive 

tasks

Formal and functional linguistic competence

Mahowald*, Ivanova* et al, 2024



FORMAL COMPETENCE  
(language-specific)

FUNCTIONAL COMPETENCE  
(non-language-specific)

The keys to the cabinet are on the table.
Six birds were sitting on a tree. Three flew 
away, but then one came back. There are 

now four birds.

Formal and functional linguistic competence

Mahowald*, Ivanova* et al, 2024

Easy for language models  
starting with GPT2/3 

A remarkable scientific and engineering 
breakthrough 

Not something linguists were expecting

Can be challenging for language models! 

Performance might rely on memorization 
or heuristics 

Progress requires shifting away from pure 
next-word prediction to fine-tuning or 

additional modules



A humanlike AI system would look like this…

Mahowald, Ivanova et al, 2024



6 - 3 + 1

4

How many birds are there now?

Six birds were sitting on a tree. Three 
flew away, but then one came back.



A humanlike AI system would look like this…

Mahowald, Ivanova et al, 2024

Options: 

• architectural modularity: macro structure is built in


• emergent modularity: macro structure arises during training (MoE-like)


• status quo: possible emergence of implicit structure?
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1. Why it’s complicated 

2. Generalized event knowledge 

3. Elements of World Knowledge (EWoK) 

4. Yes-bias 



Large language models and world knowledge

Language contains a wealth of information about the world

DISTRIBUTIONAL

The sky is blue today 

The sky was pitch black

The sky is pink

FACTUAL

Paris is the capital of France

Birds lay eggs



Large language models and world knowledge

Distributional information from language aligns with that from other domains

Abdou et al, 2021Roads & Love, 2020; Luo et al, 2024



Large language models and world knowledge

Distributional information from language aligns with that from other domains 

… but it’s biased

Gordon & van Durme, 2013; 
Schwartz & Choi, 2020

reporter bias



Large language models and world knowledge

Huth et al., 2016
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Language and event knowledge

Generalized Event Knowledge (GEK; McRae & Matsuki 2009) 
 


• storage of templates of common events observed in the world 

The fox chased the rabbit.

The rabbit chased the fox.

The fox chased the planet.

Does generalized event knowledge naturally arise 

in pretrained language models?



Language models and event knowledge

Kauf*, Ivanova* et al, 2023; Kauf & Ivanova, 2023, ACL

compare

The fox chased the rabbit.SENTENCE The rabbit chased the fox.

Approach: minimal sentence pairs

MODEL

0.8SCORE 0.2

co-lead:  
Carina KaufDoes generalized event knowledge naturally arise 


in pretrained language models?



The fox chased the rabbit.
The rabbit chased the fox.

Animate-Animate, unlikely
The teacher bought the laptop.
The laptop bought the teacher.

Animate-Inanimate, impossible

“the gap between the 
impossible and the 

unlikely”

Language models and event knowledge



The fox chased the rabbit.
The rabbit chased the fox.

Animate-Animate, unlikely
The teacher bought the laptop.
The laptop bought the teacher.

Animate-Inanimate, impossible

Language models and event knowledge

selectional restrictions  
=  

formal competence

graded event knowledge 
=  

functional competence



Event semantics in language models
Generalizability

The author finished the novel.

The novel was finished by the author.

vs.

syntactic generalization

The writer completed the book.

The author finished the novel.

vs.

semantic generalization ?

Kauf*, Ivanova* et al, 2023



Language models and event knowledge
What if, instead of evaluating the LogProb of 
the sentence under the model, we ask the 
models directly (Prompting)?  

And what if we evaluate not just pretrained 
(base) models, but also instruction-tuned 
models?

 
The ‘impossible-unlikely’ (AI-AA) gap 
remains. 

LogProbs are consistent across models, 
whereas prompting is hit-or-miss. 

Conclusions from base models hold for 
instruction-tuned models.

Kauf et al, 2024, best paper at BlackBoxNLP workshop



Language models and event knowledge

LLMs systematically distinguish 

possible and impossible events but are less consistent with 


likely vs. unlikely events.
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Elements of World Knowledge (EWoK)
ewok-core.github.io

co-lead:  
Aalok Sathe

co-lead:  
Ben Lipkin

Ivanova* ,Sathe*, Lipkin*, and a team of cognitive scientists, arXiv



Social Interactions

Social Properties

Social Relations

Physical 
Interactions

Physical Dynamics

Physical Relations

Material Dynamics

Material Properties

Agent Properties

Quantitative 
Properties

Spatial Relations

template: 

C1: AGENT-1 assigns homework to AGENT-2. 
C2: AGENT-1 submits homework to AGENT-2.

T1: AGENT-1 is AGENT-2’s teacher.
T2: AGENT-1 is AGENT-2’s student.

concept: TEACHER
✓ C1-T1: Fatima assigns homework  

to Jose. Fatima is Jose’s 
teacher. 

✗ C1-T2: Fatima assigns homework  
to Jose. Fatima is Jose’s 
student. 

✓ C2-T2: Fatima submits 
homework  to Jose. Fatima is 
Jose’s student. 

✗ C2-T1: Fatima submits 
homework  to Jose. Fatima is 
Jose’s teacher.

Domains have 
Concepts that 

are tested 
using several 
Templates

Templates give 
rise to Items

concept: STUDENT

Ivanova* ,Sathe*, Lipkin*, and a team of cognitive scientists, arXiv



Ivanova* ,Sathe*, Lipkin* et al, arXiv
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Elements of World Knowledge (EWoK)

Ivanova* ,Sathe*, Lipkin* et al, arXiv
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EWoK in BabyLM
• EWoK-core-1.0 served as a test-only 

benchmark



Ivanova* ,Sathe*, Lipkin* et al, arXiv

Basic world knowledge in LLMs varies drastically by domain,  
with social knowledge > physical and spatial knowledge.

Elements of World Knowledge (EWoK)

EWoK is not just one dataset; it’s a framework. So do consider adding to it!

ewok-core.github.io
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Yes-no bias in language models

• Background: task demands affect performance in LLMs and humans

Hu & Frank, 2024



• Humans tend to exhibit a yes-bias (acquiescence bias)

example from Okanda & Itakura, 2008

Is this for reading?

Is this round?

Yes…

Yes-no bias in language models



• Humans tend to exhibit a yes-bias (acquiescence bias)

Bhatt & Ivanova, in review

Yes-no bias in language models

Does yes-bias arise in LMs as a result of statistical learning on 
language inputs and/or instruction tuning?

Does the yes-bias mask existing model knowledge, 
such that 

correcting for this bias will improve model performance?

Om Bhatt



Bhatt & Ivanova, in review

Yes-no bias in language models

BIAS TOWARD NO BIAS TOWARD YES

uncorrected
correctedx



Bhatt & Ivanova, in review

Yes-no bias in language models

BIAS TOWARD NO BIAS TOWARD YES

uncorrected
correctedx



Bhatt & Ivanova, in review

Yes-no bias in language models
Bias

Subtract LogProbs of 
sequence-initial Yes/No 

Generic correction

Subtract average LogProbs 
of Yes/No for other Qs in a 
(class-balanced) portion of 

the same dataset 

Specific correction



No: language models are often biased, but the bias direction varies 
depending on the model and testing conditions.

Bhatt & Ivanova, in review

Yes-no bias in language models
Does yes-bias in LMs arise as a result of statistical learning on 

language inputs and/or instruction tuning?

Does the yes-bias mask existing model knowledge, 
such that 

correcting for this bias will improve model performance?

Yes: correcting for the bias typically improves model performance.
(our bias correction method works at the level of LogProbs: need open models)
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formal and functional competence  

elements of world knowledge (EWoK) benchmark

conceptual insights

the do’s and the don’ts of experimental design 
(Ivanova, 2025, Nat Hum Behav)

methodological insights

encoding models of the brain 
(ongoing work) 

LLMs as computational tools 
generalized event knowledge 

 
yes/no bias

LLMs as model organisms

from  
brain to AI

from  
AI to brain



Thanks to…

Kyle Mahowald 

Ev Fedorenko

Carina Kauf

all other co-authors 
my lab members


and all who provided feedback

Aalok Sathe Ben Lipkin

Jacob Andreas

Om Bhatt



Thank you for listening!





Ivanova, 2025, Nat Hum Behav


