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For most of history, humans were the only thing in the 
known universe that could learn language.
For most of history, humans were the only thing in the 
known universe that could learn language.

In the last few years, remarkable improvements in neural 
language models (LMs) make us seem a little less unique.

LMs

Timeline: Things that can “learn language” 
(not to scale)

1 million 
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now
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Figure 2: Human baby
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# of words in learning environment



Figure 2: Human baby
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Pharaoh Psamtik  
(664 – 610 BCE)

Frederick II 
(1194-1250)

James IV 
(1473-1513)

Carried out language deprivation experiments



What do 
“Language 
Learners” look 
like in general?

By NASA/Ames Research Center/Wendy Stenzel



ViT (>50k citations) AlphaFold (>30k citations)

Vision Protein Folding

What can you learn with domain-general 
biases?



Roadmap

8

CONTROLLING
3

COMPARING
2

CONTROLLING
3

COMPARING
2

MODELING
1



The BabyLM Challenge

+ Candace Ross (FAIR)
+ Michael Hu (NYU) … in 2024 Shared task @ CoNLL 2023, 2024

Workshop @ EMNLP 2025 



Humans are far better language 
learners than LMs in terms of 
data-efficiency.



# of words in learning environment
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The data efficiency gap

Warstadt & Bowman (2022); 
Zhang et al. (2020)

Van Schijndel, Mueller, Linzen (2019)



Motivation

1. Data efficient pretraining
2. Plausible cognitive models
3. Democratization of pretraining research
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Shared Task Setup



Track 1: 
Strict

● 100 million words
● BabyLM dataset or BYOD
● Shared eval (grammar, 

generalization, NLU)

BabyLM Tracks

● 100 million words
● BabyLM dataset or BYOD
● Potentially unlimited 

vision data
● Shared eval (VQA, 

grounding, classification)

Track 3: 
Multimodal
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Track 2: 
Strict-small

● 10 million words
● BabyLM dataset or BYOD
● Shared eval (grammar, 

generalization, NLU)

Track 4:
Paper

Original research 
related to the goals of 
BabyLM without any 
competition 
component.



Child level (70%)

Transcribed speech (58%)

OpenSubtitles
20%

CHILDES
(Child directed speech)

29%

BNC

8%

Switchboard 1%

Project 
Gutenberg

(children’s stories)
26%

Simple English 
Wikipedia

15%

BabyLM 
Training set



Evaluation Tasks
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BLiMP
Syntax 

Subject-verb 
agreement

Filler-gap/Islands

(Super)GLUE
Understanding

Natural language 
inference

Question answering

Sentiment 
classification

Anaphora/binding

Hidden Tasks
BLiMP 

Supplement
Discourse

Turn-taking

Hypernyms

Question-answer
congruence

MSGS
Generalization

Syntactic 
construction 

detection

Syntactic 
category
detection

Syntactic 
position

detection

EWOK
World 

Knowledge

Social reasoning

Physical 
reasoning

Spatial 
reasoning
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Strings

L

Grammatical

Ungrammatical

Acceptability Judgments
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Examples from linguistics publications

Mary should know that you must go to the station.

Susan whispered the news to Rachel.

Patrick is likely that left.

When time will you be there?

✓

✗

✓
I promised that around midnight he would be there.

Harry coughed us into a fit.

✓

✗

✗



1. Targeted

Minimal Pairs

A pair of two nearly identical sentences 
which differ in acceptability.

Betsy is eager to sleep.

Betsy is easy to sleep.

✓
✗

✗✓

2. Reproducible
3. Unsupervised
P

LM
(S
✓

) > P
LM

(S
✗

)
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The Benchmark of Linguistic Minimal Pairs (BLiMP)
(Warstadt et al., 2020)

● 67 different minimal 
pair contrasts

● 1000 sentences each
● 12 broad categories
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Results



Submissions (Year 
1)



Largest gains from architectural modifications
Curriculum learning is difficult

High variance across multimodal approaches



Winning submission (year 1): LTG-BERT (Charpentier et 
al.)



Open Challenge: Multimodality

(Amariucai & Warstadt, 2023)



What’s new for BabyLM’s 3rd birthday?

Cognitive Plausibility Benchmark

(Steuer et al., 2023)

Interaction Track

Workshop @ EMNLP 
in Suzhou, China 
Nov 5-9, 2025
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Why compare learning trajectories in 
humans and LMs?

● Establish and improve plausibility of model 
learners.

● Reverse-engineer sufficient components of 
human language learning (Dupoux, 2016).

● Determine what is idiosyncratic about 
humans, i.e., what is likely to be innate.

Developmental plausibility

G
en

er
al

iz
ab

ili
ty

By NASA/Ames Research Center/Wendy Stenzel



Word Learning

Just accepted to NAACL, 2025
Preprint Soon!



Comparing learning trajectories in LMs 
and humans is necessary to develop 
plausible model learners.

How do we compare 
learning trajectories in 
humans and BabyLMs?



Acceptability judgments?

(Friedmann et al, 2021)



WordBank (Frank et al., 2017)
(Braginsky et al., 2019)

Word learning



Are LM word learning trajectories human-like?

(Chang & Bergen, 2022)

NO!



But wait…what does it 
mean to learn a word?



Distributional 
Hypothesis

You shall know a word 
by the company it 
keeps.



Revisiting Chang 
& Bergen

Distributional 
signature

LM surprisalWeighted by 
context probability 
(Monte Carlo estimate)



What about knowing 
where a word DOESN’T 
occur?

Weighted by the 
probability of the 
context given the word 
DIDN’T occur
(Monte Carlo estimate)



A Typology of Distributional Signatures



Experiments



Training BabyLMs

CHILDES
(29M

BabyLM
(100M)

Wikipedia + 
OpenSubtitles

(600M)

GPT-2
GPT-2

GPT-2

GPT-2
GPT-2

GPT-2

GPT-2
GPT-2

GPT-2



Sample learning curves (BabyLM)

Age of acquisition := convergence



So do any of 
these 
signatures have 
trajectories 
that look 
human-like?

Still NO!



Why don’t LMs have human-like trajectories?

(Zhuang et al., 2024)

Proportion of grounded input

● Training distribution?
● Grounding
● Interaction
● Production constraints
● Cross-entropy loss
● …



Comparing learning trajectories in 
LMs can humans can tell us what is 
idiosyncratic about humans, i.e., 
likely innate.

It also can help us reverse-engineer the 
ingredients of human learning. 

(Dupoux, 2016)



The Critical Period

Just out in TACL, 2025



What is the 
critical period for 
language 
acquisition?



L2 Critical Period

age of exposure to L2 

proficiency and learning in L2

(Hartshorne et al., 2018)



L1 Attrition

age of ceasing exposure to L1

attrition (forgetting) of L1

(Pallier et al., 2003)



Why is there a 
critical period?



Nature Nurture

vs.



Nature

Synaptic Pruning

Myelination

Lateralization

Universal Grammar Chomsky, 1965
Newport, 1990

Huttenlocher, 1979
DeBot, 2006
Lenneberg, 1967



Nurture

Munro, 1986
Elman et al., 1996
Zevin and Seidenberg, 2002
Achille et al., 2019

Entrenchment



How can BabyLMs tell 
us something about 
the critical period in 
humans?



Strong Experiential Hypothesis

Critical period effects are a 
necessary consequence of 
successful statistical learning.

Strong Innate Hypothesis

Innate learning constraints 
are necessary to explain 
critical period effects.

Nature Nurturevs.

X
If LMs do show critical period effects.



Strong Experiential Hypothesis

Critical period effects are a 
necessary consequence of 
successful statistical learning.

Strong Innate Hypothesis

Innate learning constraints 
are necessary to explain 
critical period effects.

Nature Nurturevs.

X
If LMs don’t show critical period effects.



Weak Innate Hypothesis

Innate learning constraints are the 
main driver of critical period effects 
in arbitrary learners.

Weak Experiential Hypothesis

Statistical learning is the main 
driver of critical period effects in 
arbitrary learners.

LMs Humans

Space of effective learners



Experiments



Training Conditions

SIMULTANEOUS 
BILINGUAL

LATE L2 
LEARNER

LATE L2 
+ REDUCE 
PLASTICITY

MONO-
LINGUAL



Main language: English

Other languages:
● Germanic: German, Dutch
● IE, L: Spanish, Polish
● IE, non-L: Greek, Russian
● non-IE, L: Finnish, Turkish 
● non-IE, non-L: Arabic, Korean
● Programming language: Java

Data

Domains Languages

Gutenberg
(literature)

OpenSubtitles
(spoken)

Wikipedia
(non-fiction)

25%
25%

50%

IE: Indo-European
L: Latin



Training

Architectures

● GPT2 (autoregressive decoder)

● RoBERTa (masked encoder)

Training schedule

● Linear learning rate decay

● Restart optimizer between sequential stages

Tokenization

● Train bilingual BPE tokenizers

● Dataset is split into fixed-size blocks of 512 tokens

Hyperparameters

● We do a hyperparameter sweep 

(W&B) for each model and 

choose 3 best configs



Evaluation

All evaluations are done on English only for fair comparisons!

We evaluate models at every epoch (except for GLUE)

1. BLiMP
2. Perplexity
3. GLUE



Results



Mono- 
lingual

Simul- 
taneous

Late L2
learner

Do LMs show 
human-like 
L2 critical period 
effects?

age of exposure to L2 

proficiency and 
learning in L2

LMs show OPPOSITE pattern compared to humans! 

Pretrain + Finetune > Multitasking 

English epochs



age of ceasing 
exposure to L1

attrition (forgetting) of L1

Do LMs show 
human-like 
L1 critical period 
effects?

Mono- 
lingual

Simul- 
taneous

Late L2
learner

Unlike humans, LMs show profound L1 attrition even 
after 6 epochs of L1 training.

Catastrophic forgetting is not human-like.



Can we 
reverse-engineer 
critical period 
effects?

Mono- 
lingual

Simul- 
taneous

Late L2
learner

L2
Performance 

L1
Performance 

Late L2 learner
+ Reduced plasticity
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1. Controlled experiments on LMs enable 
causal inferences about the impact of 
environment on learning.

2. LMs can also help to determine 
whether learning biases are 
domain-general or language-specific.



Typological Correlations

Under review 
Preprint soon!



Why are some types of 
grammars common 
across the world’s 
languages while others 
are not?



Greenberg’s 
Universals
(1963)



Dryer’s Update 
(1993)



Learnability as an Explanation

(Chomsky & Lasnik, 1993)

(Culbertson et al., 2020)
Typologically 
plausible

Typologically 
plausible

Typologically 
plausible

Typologically 
plausible



So where do 
BabyLMs help?



Problem 1: Do humans really have a learning 
bias?

(Culbertson et al., 2020)

Space of effective learners



Solution: Controlled Experiments at Scale on 
LMs

Pharaoh Psamtik  
(664 – 610 BCE)

Frederick II 
(1194-1250)

James IV 
(1473-1513)

Carried out language deprivation experiments



Problem 2: Whence bias?

Language-
Specific

Domain-
General

vs.



Solution: Domain Generality of Transformers

ViT (>50k citations) AlphaFold (>30k citations)

Vision Protein Folding



Corpus Editing & 
Counterfactual 
Language Learning

(Jumelet and Hupkes, 2018; Warstadt, 2022; 
Patil et al., 2024; Misra and Mahowald, 2024)

(Kallini et al., 2024)Our contribution



Experiments



Counterfactual Corpora



Counterfactual Corpus (Japanese)



Pipeline

English Wikipedia

Japanese Wikipedia

Swapping 
Algorithm

GPT2s
&

LTG-
BERTs



Data validation



Evaluation: Perplexity

Orig
inal

Orig
inal

The differences between original and counterfactual are mostly NOT significant.
… BUT if we consider this comparison



Evaluation: 
Targeted 
Minimal Pairs

Buddy chased the cat.
Buddy the cat chased.

Baseline LM

Counterfactual 
LM <V, O>

✓
✗

✓
✗

JaEn

Counterfactual accuracy significantly less than baseline for all settings.



Typologically 
implausible languages 
seem to be somewhat 
harder for LMs to learn. 



Implications:

1. Converging evidence with human artificial 
language learning experiments.

2. Evidence for domain generality of word 
order bias.



Indirect Evidence and the 
Poverty of the Stimulus





How does the 
distribution of syntactic 
phenomena in the input 
affect grammatical 
generalization?



Subject Auxiliary Inversion
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The zebra does chuckle. Does the zebra chuckle?

Example: McCoy et al. (2020)

???

Surface 
Generalization:
Move the first auxiliary to 
the front.

Linguistic 
Generalization:
Move the structurally 
highest auxiliary to the front.

Adults always acquire the linguistic generalization… Children never even entertain the surface generalization.

(Crain and Nakayama, 1987)



Poverty of the stimulus → Innate bias?
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“Surely, if children hear enough [disambiguating 
examples], then they could reject the [linear] hypothesis. 
But if such evidence is virtually absent from the linguistic 
data, one cannot but conclude that children do not entertain 
the [linear] hypothesis, because the knowledge of structure 
dependency is innate.”

(Legate & Yang, 2001)
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The man who has gone has seen the cat.

Has the man who ___ 
gone has seen the cat?

Surface 
Generalization:
Move the first auxiliary to 
the front.

Linguistic 
Generalization:
Move the structurally 
highest auxiliary to the front.

Has

___

has



The Indirect Evidence Hypothesis
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While a child may not receive direct evidence about the 
correctness of a particular hierarchical phrase structure rule…, 
there is vast indirect evidence for the general superiority of 
syntax with that structure throughout language. A learner who 
adopts a hierarchical phrase structure framework for describing 
the syntax of English will arrive at a much simpler, more 
explanatory account of her observations than a learner who 
adopts a linear framework.

(Perfors, Tenenbaum, Regier, 2011)



Confound: Pretraining data contains some direct evidence.

Earlier findings:

● LMs  trained from scratch on ambiguous data usually adopt the surface 
generalization. (McCoy, Frank, and Linzen, 2018, 2020; Petty and Frank, 2022)

● Pretrained LMs  fine-tuned on ambiguous data usually adopt the 

linguistic generalization. (Warstadt and Bowman, 2020; Mueller et al. 2020)

LMs and Subject Auxiliary Inversion

94
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Language Deprivation Experiment

×
Questions:

1. Does direct evidence have a causal impact on generalization?

2. Is indirect evidence sufficient to learn the linguistic generalization?



Models

48 RoBERTa models 
pretrained from 
scratch

● 2 main conditions
● 4 sizes
● 3 runs (failed  

runs discarded)
● 2 domains 

(written, spoken)

Filtered Condition Unfiltered Condition 
(control)

1M words

10M words

100M words

1B words

96

1M words

10M words

100M words

1B words



Results: General 
acceptability 
judgments on 
BLiMP

Question: Did the 
removal of direct 
evidence have effects on 
unrelated phenomena?

Answer: No
97



Results: Subject 
Aux Inversion

Question: Did the 
removal of direct 
evidence affect 
generalization on subject 
auxiliary inversion?

Answer: Slightly, only 
in the written domain.
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Results: Subject 
Aux Inversion 

Question: Is indirect 
evidence sufficient to 
acquire the linguistic 
generalization?

Answer: Yes, but only 
in the best case.
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Results: Subject Aux Inversion (BEST CASE)
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Figure 2: Human baby
101

Why it Matters That Babies and Language 
Models are the Only Known Language 
Learners

1. Improve data efficiency in LMs
2. Reverse engineer to determine the sufficient conditions for human-like 

acquisition
3. Map out the space of competent language learners
4. Suggest what is idiosyncratic and likely innate about human learning
5. Determine which learning biases are innate vs. domain-general
6. Establish causal relations between environmental variables and outcomes
7. …



Thank you
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