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Talk overview

• Datacomp: A scientific framework for dataset curation. 

• 1. Datacomp for multimodal data (Neurips 23) 
2. Datacomp for Language Model Pre-training (DCLM) (Neurips 24) 
3. Ongoing now: Datacomp for Post-Training

• Philosophical ponderings: AI systems and the role of synthetic data curation.



Talk overview

Ludwig Schmidt (in this building) told me about LAION. A dataset of billions of 
images and captions created from Common Crawl. 

• LAION has been used to train Stable diffusion, and many other multimodal 
models. Also used for most open CLIP model pipelines.

• Idea: Make a better version of the LAION dataset. But also:
Open-source the tooling for dataset curation.
Create scientific standardized benchmarks for dataset curation 
Create a community.



Datasets are the foundation of progress in AI
• For text: 

• GPT-1 (2018): 3 B Tokens 

• GPT-2 (2019): 30 B Tokens

• GPT-3 (2020): 300 B Tokens

• GPT-4 (2013): 3000? B Tokens

• 1000x growth in 5 years

• For images:

• Imagenet (2009): 1 Million images 

• LAION-5B (2022): 5 Billion Images

• 5000x growth in 5 years 



ML Discoveries enabled by datasets



Data is a poorly understood (yet crucial) component of LLMs

LLMs rely on trillions of tokens of training 
data crawled from the Internet.

Details about training sets have become sparse 
for state of the art models.

Amongst open-source models, significant gap
between closed v.s. open dataset models.

Average of 22 standard
downstream evaluations
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Spoiler:

We got an open data 
model with MMLU 64



A problem with previous work on dataset curation



A problem with previous work on dataset curation

Different evaluation and training protocols result in 
apples-to-oranges comparisons



The DataComp idea: Shift to Data-Centric AI

Traditional ML Benchmark: Dataset fixed (e.g. Imagenet), 

improve the model (Model Centric)

DataComp: Model training +Evaluation fixed. 

Improve the dataset.  (Data Centric)





Impact of DataComp
SotA models via
better datasets



Impact of DataComp



In search of the next generation of training sets for language models



The DCLM Team



DCLM Contributions
• A benchmark for language model data curation

• 416 experiments to identify the key parts of an effective data curation pipeline

• A state-of-the-art public training set for 7B parameter models

• A leaderboard for the community to try different data curation methods

• Our best model, DCLM 7B achieves 64 MMLU, trained only on 2T tokens. 

• This is better than Llama2 models while Llama3 8B was trained on 6x times 
more tokens (i.e. 6 times more compute efficient, due to better data curation!). 



DCLM benchmark

We fix initial data pools, training recipes, and evaluations.

Participants submit datasets that can then be fairly compared to one another.
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Lessons from DCLM

1. Data curation algorithms that work at 400M scale 
can indeed predict performance at bigger sizes (at least up to 7B). 

2. That means we can do data curation science by developing data curation 
algorithms at small scale and extrapolating. 

3. You don't have to build the whole ship and throw it in the ocean to check 
if it floats. Build a minature ship and test in the bathtub.



Lessons from DCLM

1. Deduplication and data cleaning are very important. 
(Bloom filters, Min-hash, a lot more to do here)

2. Humans are terrible at deciding which paragraphs will be good vs bad 
pretraining data. We found this very surprising. 

3. The best data filter we found is a FastText Classifier trained on 
Instruction tuning vs CommonCrawl. 
This outperformed everything else we tried! 

4. Once you have created a good-quality filtered dataset, no mixing 
methods seemed to help further which was surprising. 
(Right ways to Ensemble datasets?)



Effective data filtering
We use a combination of the RefinedWeb heuristic filters + a trained classifier.

Results for 1B-1x scale (1.4B model, ~28B tokens)

[Penedo et al., 2023]

A fastText bigram classifier combined with the right training data does best



Training data is key for the data filtering model

Results for 7B-1x scale (7B model, ~140B tokens)

Previous sources (GPT-3 Approx):
Wiki + Books + OpenWebText2 >

OpenHermes-2.5: a SoTA instruction 
tuning dataset (mix of ~15 sources)

ELI5: pairs of questions and top answers 
from the /r/explainlikeimfive subreddit



Putting it all together: DCLM-Baseline

240T 
tokens

4T tokens



DCLM-Baseline outperforms leading open-source datasets like FineWeb-Edu and MAP-Neo

and closes gap to Mistral-7B, Gemma-7B, and Llama 3-8B (with 6x less compute).

Our dataset
6x compute



Check out the DCLM paper 
for more findings!

• Resiliparse and Bloom Filters are effective for extraction and deduplication

• Dataset rankings are consistent across scales and hyperparameters

• Adding traditional “high-quality” sources (e.g., Wikipedia) doesn’t always help

• Contamination is unlikely to explain the strong performance of DCLM-Baseline

• Agreement with human labels isn’t a good predictor among high-quality filters



Let’s all improve open-source datasets!

https://www.datacomp.ai/dclm/ 

https://www.datacomp.ai/dclm/


How this project incorporates foundational work 

The idea of data centric AI is a new paradigm.   

We need to design new AI models for filtering. We need theoretical principles for data 
quality filtering, data subset selection etc.  

Evals are hard. Just released Evalchemy, an LLM evaluation platform today.

A lot of on-going interest on training with synthetic data. Several new foundational 
questions arise and Datacomp can be a benchmark for synthetic datasets.

On-going: Datacomp for post-training: Create a summarization dataset by prompting GPT. 
Post-train a small (8B Llama) models on synthetic instruction datasets.

Theoretical principles for foundation model specialization, using GPT4o as an Oracle. 



Small Specialized Models through Synthetic Data curation

Paradigm 1: The GPT 5 AGI monolith. 
A gigantic model that knows everything. 
You prompt it to summarize papers. 
Students prompt it to ask questions about your lecture notes etc. 
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Paradigm 1: The GPT 5 AGI monolith. 
A gigantic model that knows everything. 
You prompt it to summarize papers. 
Students prompt it to ask questions about your lecture notes etc. 

Paradigm 2: Small specialized models
Can be created by synthetic dataset curation:
1.You prompt the big model to create an instruction dataset: 
1. Summarize these 10k Neurips papers. 
2.Check if this synthetic dataset is truthful, faithful, helpful etc. 
3.Distill a small LLM to make a Neurips paper summarizer
4. Evaluate that this is working well     

The small model can be better than its teacher (e.g. as shown in Bespoke-Minicheck 7B) 
(if the prompting pipeline uses external knowledge, external validators or competition). 



• Fin


