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Implicit assumption in most alignment work: 
There is a single set of values and 

preferences to which we wish to align
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values, life experience, demographics, etc.
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- Needed for customization 
- Technical benefits - variation is signal, not noise 
- Needed for evaluating generalist systems 
- As a value itself 
- AI systems should reflect human diversity

Why Pluralism
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https://www.nature.com/articles/s41598-023-31341-0

!
“It is never 

right to 
sacrifice one 
person to save 
five others”

“You must do 
the thing to 
save the most 

lives”

“It depends on 
the particular 
situation…”

- Users judgments 
depended on 
output shown 

- Did not think they 
were being 
influenced



Overton Pluralism "

Different schools of thought might give different 
answers. For example, according to utilitarianism, the 

right thing to do is to save the most lives, regardless of 
how it occurs. A deontologist might say that you have a 

duty to do no harm, and that it would be wrong to 

What should I do?

Utilitarianism Deontology Virtue 

Definitions



Potential 
Implementation 
• Define a set of queries 
X along with set of 
reasonable answers 

• Either: extract 
“answers” from 
response; or 

• Detect presence with  
entailment

Applications 
• Advice giving 
• Deliberation 
• Scalable oversight 
• Settings where we 
want to encourage 
multiple approaches

Limitations 
• Defining an 
Overton window 
presents a challenge 

• Bothsidesism 
• Requires long-form 
responses

Overton Pluralism "



Steerable Pluralism #

What should I do?

Utilitarianism Deontology

You should always do the action that will 
save the most lives.

You have a duty to do no harm and not 
intervene.

If you prescribe to the virtue of preserving 
human life, you should redirect the trolley.

Virtue 

Definitions



Potential 
Implementation 
• Value-specific 
annotations or 
reward 

• Measure per-
attribute faithfulness 

Applications 
• Customization 
• Steering to diverse 
perspectives 
(creativity, social 
systems, deliberative 
discourse) 

• Varying “cognitive 
architectures”

Limitations 
• Which attributes to 
steer to? 

• If attributes too 
broad, stereotyping/
flattening nuances

Steerable Pluralism #



Distributional Pluralism $

What should I do?

Utilitarianism Deontology Virtue 
Definitions



Potential 
Implementation 
• Collect dataset of 
population’s 
responses 

• Distributional 
divergence (e.g, KL) 
between model and 
dataset

Applications 
• Modeling, 
interfacing, or 
simulating the views of 
a population 

• Agent-based 
modeling 

• Piloting surveys 
• Internet as cultural 
artifact

Limitations 
• Doesn’t take into 
account prescriptive 
values (e.g., 
harmlessness) 

• Defining target 
distribution 

• Difficult for open-
ended queries

Distributional Pluralism $



What should I do?

Different schools of thought might give different answers. For 
example, according to utilitarianism, the right thing to do is to 
save the most lives, regardless of how it occurs. A deontologist 
might say that you have a duty to do no harm, and that it would 
be wrong to intentionally cause the one person’s death. If you 

prescribe to the virtue of preserving human life, …

You should always do the action that 
will save the most lives.

You have a duty to do no harm and 
not intervene.

If you prescribe to the virtue of preserving 
human life, you should redirect the trolley.
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Multi-Objective % Definitions



Potential 
Implementation 
• Test set evals 
• Reward model 
outputs 

• Preferences 
• Model properties

Applications 
• Model-selection 
• Fine-grained 
capabilities 
understanding

Limitations 
• May be costly 
• Correct level of 
abstraction for 
abstraction can be 
difficult

Multi-Objective %



Trade-Off Steerable ⚖

Definitions



Potential 
Implementation 
• Linear 
commensurating 
functions   

• Reward to maximize 
steerability/overall 
objective

Applications 
• Customization 
• Application-specific 
parameters

Limitations 
• Which attributes to 
steer to? 

• If attributes too 
broad, stereotyping/
flattening nuances

Trade-Off Steerable ⚖



Jury Pluralism '
Definitions



Potential 
Implementation 
• Select representative 
jury (or prioritize 
underrepresentated 
people) 

• Approximate jury 
functions with 
individual reward 
model

Applications 
• Democratic 
alignment 

• Consensus-seeking 
(e.g., X community 
notes)

Limitations 
• Estimating juror 
functions may be 
difficult 

• Each welfare 
function has 
strengths/
weaknesses

Jury Pluralism '
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Hypothesis: Current LLM 
alignment techniques can reduce 
distributional pluralism w.r.t. the 

population of internet users



Current alignment can reduce 
distributional pluralism

• Pretraining/cross-entropy encourages LMs to 
model population of internet users 
proportionally 

• Current alignment post-training does not have 
this property



Current alignment can reduce 
distributional pluralism

• Initial evidence: OpinionQA w/ Jurassic/GPT-3 
observed a drop in similarity, GlobalOpinionQA 
w/ Claude saw a reduction in entropy 

• Our work: extend to more datasets and models

https://arxiv.org/abs/2303.17548
https://arxiv.org/abs/2306.16388


Current alignment can reduce 
distributional pluralism



Recommendations
Argue for and formalize definitions for pluralism in 
AI systems, and recommend: 
1. More research into fine-grained pluralistic 

evaluations; 
2. Continued normative discussions about what to 

align to; 
3. Alignment techniques to create more pluralistic 

models
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1. Roadmap

2. Recent Work

3. Open Problems

Pluralistic Alignment
2. Recent Work 

- Extensions from 
the community 

Our work: 
- Modular Pluralism 
- Value Kaleidoscope



Follow-Up Works



- (Further) evidence for alignment decreasing 
distributional pluralism, but INCREASES Overton 
pluralism



- Benchmark for steerable pluralism based on 
demographic-based personas (synthetic LLM-as 
judge)



- Extends Steerably-Pluralistic 
framework 

- Technique for Steerable 
Model



- Uses an ideal-point model for learning a latent 
space for heterogenous preferences 

- Steerable reward modeling



- Jury-pluralistic approach to alignment 
- Maximize for worst-off group



and more…



We propose one potential approach to 
address all 3 kinds of model pluralism
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Background: Knowledge Cards

• A general-purpose, black-box LLM interacts with a pool of “knowledge 
cards” for enhanced knowledge and factuality. 

• Knowledge cards: smaller, independently trained, and specialized language 
models. https://arxiv.org/abs/2305.09955



Background: Community LMs

• LMs representing the culture/values/perspectives of a community by further 
autoregressive pretraining on existing checkpoints. 

• Jiang et al. 2022 probe politically partisan world-views by continued 
pretraining community LMs on partisan text

https://arxiv.org/abs/2305.09955

Community LMs

https://arxiv.org/abs/2209.07065



Our Proposal: Pluralistic Alignment via 
Multi-LLM

• Train specialist LLMs on clusters of perspectives, 
aggregate outputs to achieve 3 kinds of model 
pluralism LLM

Community LMs





Experiments

• Train 6 community LLMs: {left, right, center} x {news, 
social media} 

• Base model: Mistral-7B Instruct-v0.2 
• For Overton and Steerable, aggregate models using 

larger LLMs (LLama2-13b and ChatGPT) 
• Also try pretrained (“unaligned”) vs. post-trained 

(“aligned”) variants



Baselines

• Vanilla LLM 
• Prompting specifically for pluralism 
• Mixture of Experts (MoE) where we route to most 

fitting CommunityLM



Dataset: ValuePrism (sneak peak!)

Situation:  
Telling a lie to protect 

a friend’s feelings



Results 1: Overton (ValuePrism coverage)

• Prompt for Overton 
pluralism for a situation 
from ValuePrism 

• NLI coverage for values in 
ValuePrism (higher better) 

• Ours >> baselines



Results 2: Overton (Pairwise win-rate)

• Pairwise - which response 
is more Overton-
pluralistic? 

• Human and model eval



Results 3: Steerable (ValuePrism)

• Can LLMs 
change the 
judgment 
according 
to a 
provided 
value?



Results 4: Steerable (OpinionQA 
demographics)

• Can LLMs 
steer to 
demographic 
population 
mode?



Results 5: Distributional (MoralChoice)

• MoralChoice: Some high-ambiguity 
situations where people disagree, some 
low-ambiguity situations where all agree 

• Target distributions: uniform for 
ambiguous situations, concentrated on 
the “right” answer for the question



Results 6: Distributional 
(GlobalOpinionQA)

• Match country distribution



What if we underrepresent certain 
perspectives?…

• Patching: Train additional 
CommunityLM for 
underrepresented 
community



Modular Pluralism
• Contributions: 

• Multi-LLM framework for pluralism with small, 
specialist LLMs 

• Patchable and somewhat interpretable 
• Concrete evaluations for pluralism 

• Limitations: 
• Greater computational cost 
• Requires representative corpora for communities



Next, a resource for pluralism…
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Engaging AI with Pluralistic 
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Goals (at time of writing, 2023)

A. What pluralistic human values, rights, and 
duties are already present in large 
language models? 

B. Can we create better datasets/models that 
take into account value pluralism?



Connections (post-roadmap, 2024)

A. Can we create a dataset that can be used 
for evaluating different forms of pluralism? 

B. Can we create a model that could be used 
as a value-specific reward (for e.g. 
steerable pluralism)?



Tasks
Given a situation: 
1. Generation: Generate values, 

rights, and duties to consider 

2. Relevance: Is a given value, right, 
or duty relevant? 

3. Valence: Does the value, right, or 
duty support or oppose the 
situation? 

4. Explanation: How is value, right, 
or duty connected?

Situation: Telling a lie to 
protect a friend’s feelings

Honesty Well-being

Relevant ✅Relevant ✅ Not relevant ❌

Work ethic

Opposes * Supports +

If your friend is overall 
better off, it would 

support telling a lie.

If you value honesty, it may 
be better to tell the truth 
even if it hurts feelings

Negative Sample



ValuePrism - Dataset

30k User-submitted 
Situations

!
Large, Closed-Source 

Model (GPT-4)

 Values: 
- Safety: opposes * 
- Well-being: supports + 
- Respect for the law: opposes * 

Rights: 
- Right to access healthcare: supports + 
- Right to safety: opposes * 

Duties: 
- Duty to protect one's family: supports + 
- Duty to obey the law: opposes * 
- Duty to drive responsibly: opposes *

Situation:  
Going 50 mph 
over the speed 

limit to get my wife 
to a hospital



ValuePrism - Dataset
 Values: 
- Safety: opposes 
- Well-being: supports 
- Respect for the law: opposes 

Rights: 
- Right to access healthcare: supports 
- Right to safety: opposes 

Duties: 
- Duty to protect one's family: supports 
- Duty to obey the law: opposes 
- Duty to drive responsibly: opposes

Why? In this situation, the wife may 
require urgent medical attention, and 
getting her to the hospital quickly 
could be crucial for her well-being

Why? Other drivers and pedestrians 
have the right not to be endangered 
by reckless and dangerous driving.

30k User-submitted 
Situations

!
Situation:  

Going 50 mph 
over the speed 
limit to get my 

wife to a hospital Large, Closed-Source 
Model (GPT-4)



ValuePrism - Statistics



ValuePrism is high-quality

0

25

50

75

100

Output Quality Valence Correctness Missing values, rights, or duties

1%

87%91%

<1%

(3/3 annotators agree 
high-quality) (3/3 annotators agree 

valence correct)



Whose values are represented?
• Study with 613 people from diverse backgrounds 

A. Do you agree with the value, right, or duty? 
B. Is your perspective missing? 

 e.g., Race: 168 white, 115 Black, 61 asian, 34 hispanic/latinx; Sexual orientation: 390 
straight, 68 LGBQ+. Gender: 258 male, 201 female, 9 non-binary or other 



Situation: 
Frowning at a friend

Respect: Not frowning at a 
friend if the situation doesn’t 
warrant it could be a way to 

respect their feelings

Most values were largely agreed upon

83% overall agreement



Situation: redistributing 
rich people’s land to 

poor people

Efficiency: Redistribution may 
lead to more efficient land use if 
previously underutilized land is 

given to those in need.

Situation: giving 
people things for free

Personal Responsibility: Some 
may argue that individuals 

should earn what they receive, 
and providing things for free 
may undermine this value.

, - ,-
Liberals 78% 
more likely to 

agree than 
Conservatives

Conservatives  
63% more 

likely to agree 
than Liberals

Groups differed on a few values



Whose values are represented?

• Most people agreed on most values 
• Did not find significant differences between 
groups’ overall agreement rates



Model: Value Kaleidoscope

• Train a T5-based sequence to sequence model 
on ValuePrism 

• Can generate, explain, and predict relevance and 
valence



Kaleido System

• System to generate batch of pluralistic values, 
rights, and duties



Step 1 Overgenerate

Be responsible for 
one’s own actions

Non-discrimination

Health and fitness

Protect the 
environment

Choose one’s mode 
of transportation

Health

…

Biking to work 
instead 
of driving

Kaleido

Duty

Value
Right

Input

Kaleido System
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Step 2 Filter by RelevanceStep 1 Overgenerate

Be responsible for 
one’s own actions

Non-discrimination

Health and fitness

Protect the 
environment

Choose one’s mode of 
transportation

Health

…

.99

.98

.97

.10

.04

Step 3 Deduplicate by text 
similarity

Be 
environmentally 

responsible

Contribute to a 
cleaner 

environment
Health and 
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Similarity  
0.15

Similarity   
0.94

Biking to 
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instead 
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Step 3 Deduplicate by text similarity

Be environmentally 
responsible

Contribute to a cleaner 
environmentHealth and fitness

Similarity  0.15
Similarity   0.94

Biking to 
work 
instead 
of driving

Kaleido

Duty

Value

Right

Input

Choose one’s mode of 
transportation

Health and fitness

Convenience

Output

Be environmentally 
responsible .99

.94

.97

.96

Relevance

1

1

0

.27

Support

0

.84

.01

Oppose

0

0

.16

.72

Either

0

Kaleido System

Step 1 
Over- 
generate

Step 2 
Filter by 
Relevance



Evaluating Outputs

 A batch of values, rights, and duties should: 
• Be accurate 
• Have broad coverage 
• Be preferred by annotators

We compare Kaleido head to head with GPT-4!
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The 11B version of KaleidoSys does even better!Kaleido is more accurate, complete, 
and preferred than the teacher model
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Does Kaleido help explain variation 
in human decision-making?

• Two datasets with variability ratings 
• Hypothesis: Contrasting values => More 
variability



Kaleido’s contrasting values help 
explain variability in human decision-making

High entropy => More Variability



Kaleido is sensitive to variations



Kaleido is sensitive to variations

Affection and Consent 
are relevant for all three



Kaleido is sensitive to variations

Underspecified - 
consent could either 
support or oppose

Consent is NOT given -  
Opposes



Kaleido is sensitive to variations

Health isn’t normally the 
most relevant value…

But health IS relevant 
when one person is sick



False Balance ⚖

• ⚠ Risk ⚠: coming up with a contrived reason 
why something is good or bad 

• Develop 20 “good” and “bad” actions for which 
could not come up with “opposing” or 
“supporting” values



False Balance ⚖ - Examples

Bad Situation:  
Lying to someone just 

to hurt them



False Balance ⚖ - Examples

Bad Situation:  
Lying to someone just 

to hurt them

Good Situation:  
Treat others with 

respect



False Balance ⚖

• Kaleido output 0 values supporting the bad 
actions and 0 values opposing the good actions in 
all cases ✅



Strengths over teacher /
In addition to beating the teacher at generation, Kaleido:

More 
Controllable 0 
• Generate more or 
fewer values 

• Negate particular 
values

Scalar Valence 
and Relevance  

• Continuous values 
have more info than 
text

Open Science 1 
• Open for scientific 
review and critique 

• Build on our work 



⚠Limitations⚠
Some limitations of this work:

Machine-
Generated 

• Can adopt the 
biases of GPT-4 

• Further study is 
needed

English-Only 
Data 

• Likely fits better to 
values held in 
English-speaking 
countries

Not Intended 
for Advice 

• Goal is not to 
output judgment 

• Research focus, not 
for human-use



Model/dataset available on  
2Huggingface2 
 
https://huggingface.co/
datasets/allenai/ValuePrism  
 
https://huggingface.co/
allenai/kaleido-xl

https://huggingface.co/datasets/allenai/ValuePrism
https://huggingface.co/datasets/allenai/ValuePrism
https://huggingface.co/allenai/kaleido-xl
https://huggingface.co/allenai/kaleido-xl


Potential Future Work w/ Kaleidoscope
• Use Kaleido model as attribute-specific 

reward, train steerably-pluralistic model 
• Use ValuePrism situations for areas where 

pluralistic alignment may be relevant 
because of value disagreement 

• Evaluation/Training with ValuePrism (see 
Modular Pluralism)
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Pluralistic Alignment



What should I do?

Different schools of thought might give different answers. For 
example, according to utilitarianism, the right thing to do is to 
save the most lives, regardless of how it occurs. A deontologist 
might say that you have a duty to do no harm, and that it would 
be wrong to intentionally cause the one person’s death. If you 

prescribe to the virtue of preserving human life, …

You should always do the action that 
will save the most lives.

You have a duty to do no harm and 
not intervene.

If you prescribe to the virtue of preserving 
human life, you should redirect the trolley.

Overton Pluralism 
 
  Alignment 

• Q1: RLHF seems to increase Overton pluralism to 
the extent that people prefer it. Does RLHF solve 
this, or are there gaps? 
• It seems that many responses follow 

templated “On the one hand, …, on the other 
hand, …”. Does not do a good job of 
covering when there are many justifications on 
one side 

• e.g., bothesidesism may be an issue 
• Q2: What techniques might increase Overton 

pluralism? 
• (None exist yet as far as I know apart from 

Modular Pluralism) 
  Evaluation 

• Q3: Datasets/benchmarks for evaluating Overton 
pluralism? 
• (Not aware of any outside ValuePrism) 



What should I do?

Different schools of thought might give different answers. For 
example, according to utilitarianism, the right thing to do is to 
save the most lives, regardless of how it occurs. A deontologist 
might say that you have a duty to do no harm, and that it would 
be wrong to intentionally cause the one person’s death. If you 

prescribe to the virtue of preserving human life, …

You should always do the action that 
will save the most lives.

You have a duty to do no harm and 
not intervene.

If you prescribe to the virtue of preserving 
human life, you should redirect the trolley.

Steerable Pluralism 
 
  Alignment 

• Q1: To what extent does prompting solve 
steerable pluralism? 
• (My guess: gets you some of the way there, 

but not all the way) 
• Q2: How to increase steerable pluralism? 

• Some work here, many gaps 
  Evaluation 

• Q3: Are there large gaps in the attributes/
perspectives that models can be steered to? 
• Some work here, but many gaps remain 

• Q4: What attributes do we wish to align to? 
• Build datasets/benchmarks here 



What should I do?

Different schools of thought might give different answers. For 
example, according to utilitarianism, the right thing to do is to 
save the most lives, regardless of how it occurs. A deontologist 
might say that you have a duty to do no harm, and that it would 
be wrong to intentionally cause the one person’s death. If you 

prescribe to the virtue of preserving human life, …

You should always do the action that 
will save the most lives.

You have a duty to do no harm and 
not intervene.

If you prescribe to the virtue of preserving 
human life, you should redirect the trolley.

Distributional Pluralism 
 
  Alignment 

• Q1: Pre-trained models seem to generally 
outperform post-trained models. Can we improve 
upon pre-trained model baselines? 
• (Continued pre-training on subpopulation can 

help, but anything else?) 
  Evaluation 

• Several datasets here for multiple choice 
(OpinionQA, GlobalOpinionQA, MoralChoice, 
surveys, …) 

• Q2: How to extend to free-response/open-text? 
  Evaluation 

• Combining Distributional with Steerable Pluralism 



What should I do?

Different schools of thought might give different answers. For 
example, according to utilitarianism, the right thing to do is to 
save the most lives, regardless of how it occurs. A deontologist 
might say that you have a duty to do no harm, and that it would 
be wrong to intentionally cause the one person’s death. If you 

prescribe to the virtue of preserving human life, …

You should always do the action that 
will save the most lives.

You have a duty to do no harm and 
not intervene.

If you prescribe to the virtue of preserving 
human life, you should redirect the trolley.

Other types of model pluralism? 

Extending definitions?



Trade-off Steerable 
 
  Alignment 

• Q1: What techniques increase trade-off 
steerability? 
• (No papers yet on this afaik) 

  Evaluation 
• Q2: Datasets/benchmarks for evaluating Overton 

pluralism? 
• (No standard benchmarks here afaik, though I 

know one lab is working on one) 



Jury Pluralism 
• Q1: How to estimate good juror functions? 
• Q2: Empirical trade-offs to different social welfare 

functions? 
• Q3: What applications benefit from jury 

pluralism? 
• (e.g., consensus-building, community notes - 

what else?) 
• Q4: While some work has approached this (e.g., 

MaxMinRLHF), most prior work has used fairly 
contrived juror functions (e.g., length, sentiment). 
How do these techniques extend to real-world 
data? 



Other Questions 
• How do different forms of pluralism interact? 
• In what kind of systems do we want what kinds of 
pluralism? 

• Which/whose values to align to?



and many more open 
questions…



Thank you! 
Website: tsor13.github.io 

X (Twitter): @ma_tay_ 
Email: tsor13@cs.washington.edu

Come work on pluralistic 
alignment with us!

http://tsor13.github.io
mailto:tsor13@cs.washington.edu

