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AI safety: The project of ensuring that intelligent autonomous systems 
avoid (catastrophic) loss or harm to people or society.

AI alignment: The project of ensuring that intelligent autonomous 
systems robustly act in our (collective) interests.
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If “AI” = “powerful expected utility maximizer”, then safety 
requires alignment (i.e. maximizing the right thing).

AI Alignment vs. AI Safety

Since AI has to maximize a utility function to be safe, it should 
maximize the human utility function.

Utility functions are just preference orderings over outcomes 
that adhere to certain postulates of rationality.

For AI systems to be safe, they should be aligned so as to 
maximize the satisfaction of human preferences.



Preferentism in AI Alignment

Russellʼs Principles for Beneficial AI:

1. The machine's only objective is to maximize 
the realization of human preferences.

2. The machine is initially uncertain about what 
those preferences are.

3. The ultimate source of information about 
human preferences is human behavior.



Preferentism in AI Alignment

(Dewey, 2011)

(Yudkowsky, 2016)



Preferentism in AI Alignment

(Hadfield-Menell et al, 2016)
(Christiano et al, 2017)



Preferentism in AI Alignment

(OpenAI, 2022)
(Rafailov, Sharma & Mitchell et al, 2023)



Preferentism in AI Alignment

An approach to AI alignment that treats preferences (or “reward”, or “utility”) as:

● Ontologically adequate: Preferences/reward/utility fully define the content of 
human values, task specifications, or value-aligned behavior.

● Epistemically central: Preferences/reward/utility are what AI systems need to learn 
in order to understand and produce aligned behavior.

● Normatively basic: Satisfying human preferences or maximizing human utility is 
the ultimate normative standard for judging whether an AI system is aligned.



Preferentism in AI Alignment

Dominant methods, frameworks, and formalizations of AI (mis)alignment typically assume one or 
more of the following theses:

● Rational Choice Theory as a Descriptive Account. Human decisions are well-modeled as approx. 
maximizing the satisfaction of preferences, which can be represented as a utility or reward function.

● Expected Utility Theory as a Normative Standard. Rationality can be characterized as the 
maximization of expected utility, and AI should be designed & analyzed according to this standard.

● Single-Agent Alignment as Preference Matching. For an AI system to be aligned to a single human, 
it should act so as to maximize the satisfaction of the preferences of that human.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.
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Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Rational Choice Theory as a Descriptive Account. Human decisions are well-modeled as approx. 
maximizing the satisfaction of preferences, which can be represented as a utility or reward function.

● Expected Utility Theory as a Normative Standard. Rationality can be characterized as the 
maximization of expected utility, and AI should be designed & analyzed according to this standard.

● Single-Agent Alignment as Preference Matching. For an AI system to be aligned to a single human, 
it should act so as to maximize the satisfaction of the preferences of that human.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward, which derive from evaluating the world, and commensurating their values.

● Expected Utility Theory as a Normative Standard. Rationality can be characterized as the 
maximization of expected utility, and AI should be designed & analyzed according to this standard.

● Single-Agent Alignment as Preference Matching. For an AI system to be aligned to a single human, 
it should act so as to maximize the satisfaction of the preferences of that human.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory. Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Single-Agent Alignment as Preference Matching. For an AI system to be aligned to a single human, 
it should act so as to maximize the satisfaction of the preferences of that human.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory: Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Beyond Single-Agent Alignment as Preference Matching: Alignment with task or role-specific 
normative criteria, such as the normative ideal for a (general-purpose AI) assistant.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory: Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Beyond Single-Agent Alignment as Preference Matching: Alignment with task or role-specific 
normative criteria, such as the normative ideal for a (general-purpose AI) assistant.

● Beyond Multi-Agent Alignment as Preference Aggregation: Alignment with a plurality of normative 
standards for a plurality of AI systems, given our plural and divergent interests.



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory: Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Beyond Single-Agent Alignment as Preference Matching: Alignment with task or role-specific 
normative criteria, such as the normative ideal for a (general-purpose AI) assistant.

● Beyond Multi-Agent Alignment as Preference Aggregation: Alignment with a plurality of normative 
standards for a plurality of AI systems, given our plural and divergent interests.



Human
Model

Beyond the Preferentist Model

Utility / Reward 
Function

u
H

Context + 
Choice Set

𝒞
H

(e.g. 2 trajectories 
starting at a state)

Human 
Choices

c
H

(e.g. expressed 
preferences)

(soft)max E[u(c)]



Beyond the Preferentist Model

Utility / Reward 
Function

u

Context + 
Choice Set

𝒞
Human 
Choices

c

(soft)max E[u(c)]



Evaluative
Criteria gg

π

Human 
Choices

c

g
i

Plans / 
Intentions

Goals / Objectives

v
i

n
i

Norms / 
Constraints

𝒱Conceptual 
Vocabulary

Commensuration Normative Reasoning

𝒞 Context / 
Role



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward, which derive from evaluating the world, and commensurating their values.

● Expected Utility Theory as a Normative Standard. Rationality can be characterized as the 
maximization of expected utility, and AI should be designed & analyzed according to this standard.

● Single-Agent Alignment as Preference Matching. For an AI system to be aligned to a single human, 
it should act so as to maximize the satisfaction of the preferences of that human.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.



Rational Choice Theory as a Descriptive Account

● Assumes human preferences can be represented by 
a utility function, and that humans make choices by 
maximizing expected utility:

c* = argmaxc E[U(c)]

● In AI & machine learning, strict optimality is often 
relaxed, giving noisy/Boltzmann rationality*:

P(c) ∝ exp(E[U(c)])

● Can be extended to all forms of human feedback 
via the framework of reward-rational implicit choice 
(Jeon, Milli & Dragan, 2020).
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Beyond Rational Choice Theory

● Humans are not just noisily-rational, but 
boundedly rational, subject to cognitive biases 
and limitations.

● In RLHF, people may use response length as a 
heuristic for helpfulness, or prefer intuitive but 
subtly incorrect reasoning.

● In inverse RL, people may provide sub-optimal 
demonstrations for hard planning problems (e.g. 
chess, traveling salesperson, Sokoban).
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Beyond Rational Choice Theory

● Resource rationality — the rational use of limited 
cognitive resources (Lieder & Griffiths, 2020) — can 
guide the design of better human models.

● Tries to make sense of humans as rational 
creatures, but forgivingly.

● Resource-rational planning: Model humans as 
thinking ahead before acting, but only for a 
limited amount of steps.
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Beyond Rational Choice Theory

● Resource rationality — the rational use of limited 
cognitive resources — can guide us towards the 
design of better human models.

● Tries to make sense of humans as rational 
creatures, but forgivingly.

● Resource-rational planning: Model humans as 
thinking ahead before acting, but only for a 
limited amount of steps.

Beyond noisily-rational models of human decisions

(Zhi-Xuan et al, NeurIPS 2020)



(Alanqary, Lin, Le, Zhi-Xuan et al, CogSci 2021)

Beyond Rational Choice Theory
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Beyond Rational Choice Theory

Canʼt human goals or preferences 
still be represented as utility or 
reward functions?
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● Scalarity: Utility/reward functions assume that we can always commensurate our 
goals and values into a single scalar value (i.e. that our preferences are complete).
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● I want to get a paper into NeurIPS
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○ Impactful in its downstream implications
○ Technically sound in theory and experiments
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● I want to get a paper into NeurIPS…
○ But also not lose too much sleep
○ And also spend time with friends

● The paper should be:
○ Novel relative to the existing field of work
○ Impactful in its downstream implications
○ Technically sound in theory and experiments

● I should:
○ Avoid plagiarizing other peopleʼs work
○ Ensure my work is reproducible
○ Avoid research that is socially harmful (?)
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Beyond reward and utility representations

● Each criterion or constraint corresponds 
to an evaluative / normative concept.

● Humans learn a rich vocabulary of evaluative 
concepts (i.e. values) and apply them to guide 
action or judge aspects of the world.

● What does it mean for a paper to be novel?
○ Requires surveying the existing field and 

knowing the gaps in the literature.



gg

π

Context + 
Choice Set

𝒞
Human 
Choices

c

g
i

Plans / 
Intentions

Goals / Objectives

v
i

Evaluative
Criteria n

i
Norms / 
Constraints

𝒱Conceptual 
VocabularyBeyond Rational Choice Theory

Beyond reward and utility representations

● Each criterion or constraint corresponds 
to an evaluative / normative concept.

● Humans learn a rich vocabulary of evaluative 
concepts (i.e. values) and apply them to guide 
action or judge aspects of the world.

● What does it mean for a paper to be novel?
○ Requires surveying the existing field and 

knowing the gaps in the literature.

● What does it mean for an action to be helpful?
○ Requires figuring out other agentʼs goals, and 

checking if the action enables achieving them.
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concepts (i.e. values) and apply them to guide 
action or judge aspects of the world.

● What does it mean for a paper to be novel?
○ Requires surveying the existing field and 

knowing the gaps in the literature.
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○ Requires figuring out other agentʼs goals, and 

checking if the action enables achieving them.

Beyond Rational Choice Theory
Beyond reward and utility representations

(Anthropic, 2022)

Are LLMs or LLM-backed reward models really 
learning the semantics of these evaluative 
concepts? Or just some good enough 
approximation over the dataset?
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● Opacity: Utility/reward functions obscure the underlying semantics of human 
goals, values, and reasons, which are defined in a rich conceptual language.

● Scalarity: Utility/reward functions assume that we can always commensurate our 
goals and values into a single scalar value (i.e. that our preferences are complete).
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Canʼt I just compile this into a 
utility / reward function?

Especially if the reward function is 
defined over a space as rich as 
natural language?

Especially if the reward function is just 
an LLM plus some scalar prediction 
head, so it captures all the semantics?

Beyond Rational Choice Theory
Beyond reward and utility representations
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● No. Scalar utilities / rewards assume 
there are no incomplete preferences,  
due e.g.  to incommensurable values.

● Some choices are hard! It doesnʼt seem 
like we can always say one choice is 
better than the other, or equally good.
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○ Job at dream school, far from your partner
○ Job at okay school, living with your partner
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Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory. Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Single-Agent Alignment as Preference Matching. For an AI system to be aligned to a single human, 
it should act so as to maximize the satisfaction of the preferences of that human.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.



gg

π

Context + 
Choice Set

𝒞
Human 
Choices

c

g
i

Plans / 
Intentions

Goals / Objectives

v
i

Evaluative
Criteria n

i
Norms / 
Constraints

𝒱Conceptual 
Vocabulary

(Partial) Preference OrderCommensuration

Maybe humans canʼt be 
described as expected utility 
maximizers

But thatʼs still what humans 
and AI should try to do!



● A normative theory about what decisions are rational / how rational agents ought to act.

● Under certain axioms about what preferences count as rational, an agent with such 
preferences can be shown to act as if they are maximizing expected utility.

● In von Neumann & Morgernsternʼs (1944) representation theorem, these axioms are:

a. Completeness: For all outcome distributions A & B, either A ≥ B or B ≥ A.
b. Transitivity: If A ≥ B and B ≥ C, then A ≥ C.
c. Continuity: If A ≥ B ≥ C, then there exists a distribution over A and C thatʼs as good as B.
d. Independence: If A ≥ B, then A + pC ≥ B + pC regardless of some extra alternative C.

● Similar axioms can be found in Savageʼs theory (1972), Bolker & Jeffreyʼs (1991), etc.

Expected Utility Theory as a Normative Standard



● In the AI alignment literature, such axioms are 
often taken as requirements of rationality that 
sufficiently advanced AI would adhere to.

● Typical justifications are Dutch Book or money 
pump arguments: Non-EU preferences are 
argued to be exploitable or vulnerable.

Expected Utility Theory as a Normative Standard

(Yudkowsky, 2016)



Beyond Expected Utility Theory
Beyond EUT as a requirement for sufficiently intelligent agents

(Petersen, 2023)

● Agents with incomplete preferences can resist 
exploitation by money pumps (Thornley, 2023; 
Petersen; 2023)



Beyond Expected Utility Theory
Beyond EUT as a requirement for sufficiently intelligent agents

Computationally Tractable Choice
(Camara, 2021)

● Agents with incomplete preferences can resist 
exploitation by money pumps (Thornley, 2023; 
Petersen; 2023)

● For “hard” utility functions, complying with 
EUT axioms is intractable (by reduction to 
MAX-2-SAT) (Camara, 2021)
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Beyond Expected Utility Theory
Beyond EUT as a requirement for sufficiently intelligent agents

● Agents with incomplete preferences can resist 
exploitation by money pumps (Thornley, 2023; 
Petersen; 2023)

● For “hard” utility functions, complying with 
EUT axioms is intractable (by reduction to 
MAX-2-SAT) (Camara, 2021)

● Agents with non-EU preferences are protected 
by competitive markets (Laibson & Yariv, 2007), and 
can be evolutionarily stable (Widekind, 2008)

Upshots

EU theory alone cannot tell us how
(powerful) AI systems will behave 

(we need further sociotechnical assumptions)

We are not forced to build AI systems
that maximize utility or reward

(enabling us to avoid the pitfalls of optimization)



Beyond Expected Utility Theory
Beyond EUT as a normative theory of reason

● EUT is a theory of instrumental rationality.

● But how do we reason about what to 
value, or what preferences are justified?
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Beyond Expected Utility Theory
Beyond EUT as a normative theory of reason

● EUT is a theory of instrumental rationality.

● But how do we reason about what to 
value, or what preferences are justified? 

● Formal theories of normative reasoning 
can help us (e.g. via LLM integration):

a. Preference logics
b. Deontic logics
c. Abstract argumentation frameworks

(Amgoud & Cayrol, 2002)



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory: Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Beyond Single-Agent Alignment as Preference Matching: Alignment with task or role-specific 
normative criteria, such as the normative ideal for a (general-purpose AI) assistant.

● Multi-Agent Alignment as Preference Aggregation. For AI systems to be aligned to multiple 
humans, they should act so as to maximize the satisfaction of their aggregate preferences.



Single-agent alignment as preference or utility matching
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Choice Set

𝒞
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A
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Choice Set

𝒞
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(e.g. all possible 
trajectories)

System 
Outputs

c
A

(e.g. trajectories, 
completions)

max E[u(c)]

Human 
Choices

c
H

(e.g. expressed 
preferences)

(soft)max E[u(c)]

estimate from 
human choices
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𝒞 Context / 
Role

Humans prioritize different goals 
and values, and assume different 
obligations, depending on their 
context and social role.

Since AI systems are designed to 
perform certain social functions and 
roles, the goals and norms for AI 
should also be context-dependent.
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𝒞 Context / 
Role

For narrow decision contexts, 
optimizing a scalar reward can be 
reasonable.

In such contexts, we can hope to 
commensurate all relevant values 
in advance, compiling it into a 
single reward / utility function.

The reward function represents 
context-specific normative criteria 
not “human preferences”.



● Although not described in this way, alignment 
via RLHF is actually about:

● Eliciting context-specific normative judgments 
about how an LLM should behave 
(goodness-of-a-kind preferences).

● Alignment with the implicit normative criteria 
that can be learned from those judgments (and 
how to trade off between them).

Beyond single-agent alignment as preference matching
Beyond preferences as the target of alignment

(Anthropic, 2022)



● Unlike traditional software & ML, LLM-based 
systems operate across many contexts.

● Reward models trained on context-specific 
preferences will not generalize across contexts.

Beyond single-agent alignment as preference matching
Beyond preferences as the target of alignment

(Lambert & Calandra, 2022)



● Unlike traditional software & ML, LLM-based 
systems operate across many contexts.

● Reward models trained on context-specific 
preferences will not generalize across contexts.

Beyond single-agent alignment as preference matching
Beyond preferences as the target of alignment

● Context-aware reward models can help adapt 
generalist AI systems to each context.

Roadmap to Pluralistic Alignment
(Sorensen et al, 2024)

Context-Aware Preference Modeling
(Pitis et al, 2024)



● Unlike traditional software & ML, LLM-based 
systems operate across many contexts.

● Reward models trained on context-specific 
preferences will not generalize across contexts.

Beyond single-agent alignment as preference matching
Beyond preferences as the target of alignment

● Context-aware reward models can help adapt 
generalist AI systems to each context.

● But we should make sure that the AI system does 
not optimize over contexts (e.g. manipulate the 
user to ask easier questions) (Carroll et al, 2024)



● Even though LLM-based systems are used in 
many contexts, they still serve a particular social 
function or role

● For example, Anthropicʼs Claude is a 
conversational AI assistant.
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● For example, Anthropicʼs Claude is a 
conversational AI assistant.

● So we can still ask: What normative criteria 
should apply to conversational AI assistants?
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Constitutional AI
(Bai et al, 2022)



What normative criteria should apply to instructable agents that execute tasks in the world for us?

● Instructability: Understand and comply with a large range of user instructions.

● Reliability: Systematically achieve the userʼs goals across a wide range of conditions.

● Uncertainty-Awareness: Be appropriately uncertain about what the userʼs goals are if their 
instructions are ambiguous or under-specified.

● Among many others…

Beyond single-agent alignment as preference matching
Beyond preferences as the target of alignment



● Human has an unknown goal g

● Assistant has a prior over the humanʼs goal P(g)

● Human and assistant can take actions a

● Human can also communicate via utterances u

● Assistant helps human achieve the goal under 
uncertainty P(g | a, u) about the goal

Language-Augmented Goal Assistance Games

Assistance Games / Cooperative Inverse RL (Hadfield-Menell et al, 2016)

Zhi-Xuan et al (AAMAS 2024)



i.e. AI agents that need to provide reliable,
real-time, uncertainty-aware assistance to users.

Language-Augmented Goal Assistance Games

Solving assistance games as:

A system requirement for high(er) risk instructable AI agents.

Zhi-Xuan et al (AAMAS 2024)



Cooperative Language-Guided Inverse Plan Search
Zhi-Xuan et al (AAMAS 2024) (CLIPS)



Cooperative Language-Guided Inverse Plan Search
Zhi-Xuan et al (AAMAS 2024) (CLIPS)

Use LLM as sub-component of a 
Bayesian model of the user, not as the 
agent taking actions.



Cooperative Language-Guided Inverse Plan Search
Zhi-Xuan et al (AAMAS 2024) (CLIPS)

Instruction is ambiguous, but CLIPS can 
infer that the speakerʼs underlying goal 
is to set the table for 3 people, and get 3 
forks and knives.



Beyond Preferentism in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory: Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Beyond Single-Agent Alignment as Preference Matching: Alignment with task or role-specific 
normative criteria, such as the normative ideal for a (general-purpose AI) assistant.

● Beyond Multi-Agent Alignment as Preference Aggregation: Alignment with a plurality of normative 
standards for a plurality of AI systems, given our plural and divergent interests.



Multi-agent AI alignment via preference aggregation

Multiple Humans

outcomes

ut
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ty aggregation

(sum / mean)

AI System

outcomes

ut
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ty



Challenges for AI alignment via preference aggregation

1. Computational & Informational Inefficiency
○ Inferring and planning to satisfy everyoneʼs preferences may be intractably hard.
○ cf. the socialist calculation debate, computational complexity of POMDPs.

2. Centralization of Power
○ Single point of failure.
○ Risk of value tyranny (e.g. dominance of creatorʼs values, tyranny of the majority, etc.).

3. Incentive Incompatibility
○ Companies incentivized against building impartial AI systems.
○ In tension with the multiplicity of uses of AI systems by different stakeholders.



Multiple uses and roles of AI systems

1. Individuals / End Users
○ virtual assistants, household robots, recommender systems, self-driving cars, text 

autocompletion, intelligent tutors, video game AI, artificial companions

2. Businesses / Corporations / Cooperatives
○ algorithmic trading, market forecasting, algorithmic hiring, ad placement, physical and 

digital asset monitoring, factory robots, R&D automation

3. Communities / Governments / States
○ smart energy distribution, traffic control, economic and urban planning, epidemic 

forecasting, surveillance and policing, autonomous weapons



Desiderata for societal-scale AI alignment

● Plurality: (Advanced) AI systems can be used in a variety of roles to fulfill a variety 
of individual, communal, and universal interests.

● Safety: Use of AI systems by some, or interactions between them, should not 
(catastrophically) endanger the interests of others or their ability to pursue them.



Contractualist AI Alignment

● Solution canʼt be: Unbounded 
customization to the user/developer, 
because of negative externalities.
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● Instead, norms and constraints should be 
chosen to avoid negative externalities 
and promote mutual benefit.

● Ideally, this process should involve fair  
impartial agreement by all relevant 
stakeholders.

● Solution canʼt be: Unbounded 
customization to the user/developer, 
because of negative externalities.



Collective Constitutional AI
(Huang, Siddarth & Lovitt et al, 2024)



Self-Aligning Contractualist Agents

“Building AI that can reliably learn, predict, and respond to a human communityʼs 
normative structure is a distinct research program to building AI that can learn human 
preferences. [...] Indeed, to the extent that preferences merely capture the valuation an 
agent places on different courses of action with normative salience to a group, preferences 
are the outcome of the process of evaluating likely community responses and choosing 
actions on that basis, not a primitive of choice.”

— Dylan Hadfield-Menell and Gillian K. Hadfield,
Incomplete Contracting and AI Alignment

We may want some classes of AI systems to learn to comply with human norms as they change 
and evolve  (e.g. legal AI assistants, future AI agents operating in human-AI economies).
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P (P1| a1, a2, a3) = 0.99
P (P2| a1, a2, a3) = 0.23
…

P (O1| a1, a2, a3) = 0.50
P (O2| a1, a2, a3) = 0.89
…

Norm Posterior P ( N | a1, a2, a3)

Bayesian Norm Learning

P1: Don’t empty 
apple orchard.

P2: Don’t 
steal apples.

Move(m, c)

Move(m, c)

Prohib. Action
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reg. pay cleaner.

O2: As cleaner, 
clean if dirt > 30%.
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clean if dirt > 45%.

LastPaid(m) > 30
∧ Look(m) = F 

Dirt(r) > 0.3 
∧ Look(m) = C
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Norm Compliant Planning

(Oldenburg & Zhi-Xuan, AAMAS 2024)

Norm-Augmented Markov Games



Norm learning agent learns from other 
agents to preserve the environment.

Norm oblivious agent eventually destroys 
the entire environment.

(Oldenburg & Zhi-Xuan, AAMAS 2024)



Beyond Preferences in AI Alignment

We argue that the theory and practice of AI alignment needs to move beyond each of the four 
preferentist theses:

● Beyond Rational Choice Theory: Humans are resource-rational, have preferences not representable 
as reward,  which derive from evaluating the world, and commensurating their values.

● Beyond Expected Utility Theory: Maximizing expected utility is not rationally required for humans 
or AI, motivating alternative analyses, design targets, and richer theories of (human) reason.

● Beyond Single-Agent Alignment as Preference Matching: Alignment with task or role-specific 
normative criteria, such as the normative ideal for a (general-purpose AI) assistant.

● Beyond Multi-Agent Alignment as Preference Aggregation: Alignment with a plurality of normative 
standards for a plurality of AI systems, given our plural and divergent interests.



Beyond Preferences in AI Alignment

If we take these challenges seriously, 

then perhaps our future with AI 

is not just one we prefer

but one that we truly have reason to value.
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