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Preferences – Values – Attitudes- Opinion

Align with tasks specific stakeholders / norms & values ..Account for pluralistic values..



Why do we care?
Examples from Social Sciences



A(I)utomatization in Classification
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Synthetic Data / Silicon Sample
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Figure 2: Average feeling 
thermometer results (x-axis) 
for different target groups (y-
axes) by party ID of 
respondent (columns).
Average ANES estimates 
from the 2016 and 2020 
waves indicated with red 
triangles and one standard 
deviation indicated with thick 
red bars. LLM-derived 
averages indicated by black 
circles and thin black bars.
Sample sizes for each 
group-wise comparison are 
identical.

Bisbee, J., Clinton, J., Dorff, C., Kenkel, B., & Larson, J. (2023, May 4).
Synthetic Replacements for Human Survey Data? The Perils of Large Language 
Models. https://doi.org/10.31235/osf.io/5ecfa
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How good is the current alignment?
Right now lot’s to be desired



Von der Heyde, L., Wenz, A., & Haensch, A.-C. (2024, February 22). 
Artificial Intelligence, Unbiased Opinions? Assessing GPT’s 
suitability for estimating public opinion in multi-party systems. 
https://doi.org/10.17605/OSF.IO/5BRXD
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Benchmarks… 
World as it is vs. world how we want it to be



HUMAN FEEDBACK FROM 
WHOM AND HOW

SUGGESTION FOR CHANGING 
THE (PRE)-TRAINING DATA

DISCUSSION: HOW CAN WE 
COLLABORATE?



HUMAN FEEDBACK FROM 
WHOM AND HOW

SUGGESTION FOR CHANGING 
THE (PRE)-TRAINING DATA

DISCUSSION: HOW CAN WE 
COLLABORATE?

S. Eckman (UMD) C. Kern (LMU) J. Beck (LMU) B. Ma (LMU) R. Chew (RTI)
stepheckman.com https://arxiv.org/abs/2403.01208
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Can’t a Model Label my Data?
• Yes
• But:

• Models trained on models 
trained on models

• Model autophagy
• Model collapse

• Combination
• Most important, difficult 

labels still generated by 
humans

From: https://arxiv.org/pdf/2305.17493



From: https://arxiv.org/abs/2203.02155



Design Choices -> Results
Human preferences, value judgements depend on design choices



Research design

C
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ns

https://arxiv.org/pdf/2311.14212



Data Collection

• 3000 tweets (Davidson et al 2017)
• ~900 labelers from Prolific (Nov-Dec 2022)

• 50 tweets / labeler
• 3 labels / tweet - condition
• 15 total labels / tweet

https://arxiv.org/pdf/2311.14212



Model Training

Training Set
N=2,250

Train A

Train B

Train C

Train D

Train E

Test Set
N=750

Test A

Test B

Test C

Test D

Test E



Labels

https://arxiv.org/pdf/2311.14212
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Model Performance

https://arxiv.org/pdf/2311.14212



Pluralistic perception



Who Labels?

• Experts
• Researchers, staff, students
• Crowdworkers

• Appen, Sama, Upwork, Scale AI, Prolific, Mturk
• Labelers tend to be from the Global South Smart et al. 2014

• MTurk members younger, lower income than US pop 
Berinsky et al. 2012



Labeler Diversity

• Often train on modal 
label

• Is disagreement 
between labelers signal 
or noise?

• If labeler characteristics 
correlate with labels, 
then who labels matters



tl:dr
• We find measurement errors 
from surveys to replicate in 
annotation settings. 

• Measurement errors do (in some 
cases) trickle down to prediction 
errors.

• We need the communities to 
talk to each other more.

Eckman et al. 2024. Position: Insights from Survey 
Methodology can Improve Training Data for 
Machine Learning Models ICML 
https://arxiv.org/abs/2403.01208

Kern et al. 2023. Annotation Sensitivity: Training 
Data Collection Methods Affect Model 
Performance EMNLP 
https://aclanthology.org/2023.findings-
emnlp.992/ 

Beck et al. 2024. Order Effects in Annotation 
Tasks: Further Evidence of Annotation 
Sensitivity. UncertaiNLP
https://aclanthology.org/2024.uncertainlp-1.8/ 

https://arxiv.org/abs/2403.01208
https://aclanthology.org/2023.findings-emnlp.992/
https://aclanthology.org/2023.findings-emnlp.992/
https://aclanthology.org/2024.uncertainlp-1.8/


HUMAN FEEDBACK FROM 
WHOM AND HOW

SUGGESTION FOR CHANGING 
THE (PRE)-TRAINING DATA

DISCUSSION: HOW CAN WE 
COLLABORATE?



Untapped data archives
Next generation of training sets











Living conditions - behavior
Population based distributions



Census Data
https://arxiv.org/pdf/2108.04884







Facebook company

“Do you personally know anyone in your local community who is sick 
with a fever and either a cough or difficulty breathing?”

41

Global UMD CTIS Survey 

covidmap.umd.edu



42Astley et al. 2021 - https://www.pnas.org/doi/full/10.1073/pnas.2111455118



Attitudes – Values - Opinions
Distributions - Intersectionality









DATA: 68,846 individuals’ 
responses to 3,110 questions 
collected for 33 repeated 
cross-sectional data between 
1972 and 2021 for fine-tuning 
the LLMs. Retrieved text 
content of GSS survey 
questions from GSS data 
explorer

47

Kim, J., Byungkyu, 
L., (2023, Nov 11).
AI-Augmented 
Surveys: 
Leveraging Large 
Language Models 
and Surveys for 
Opinion Prediction 
https://arxiv.org/ab 
s/2305.09620



For instance, rather than asking the 
same ten questions to a thousand 
participants, pollsters can 
disseminate twenty questions 
among the same thousand 
participants, each answering ten 
questions, and employ the model to 
infer individual responses to the 
remaining ten unasked questions.
On the other hand, given our 
model’s remarkable ability to mimic 
human responses, even including 
biases, researchers can use it to 
refine their survey questions by 
systematically examining 
characteristics of questions that 
cannot be accurately predicted (e.g., 
poor question wording).

Kim, J., Byungkyu, L., (2023, Nov 11). AI-Augmented Surveys: Leveraging Large Language Models and 
Surveys for Opinion Prediction https://arxiv.org/abs/2305.09620
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Measuring preferences
Is difficult but can be done. 
We see the move reasonably with changes in environment.



Step 1. Filter Question: Will you tell me what a ‘filibuster in 
Congress’ means to you?
Step 2. Open Question: What if anything, should Congress do 
about filibusters?
Step 3. Dichotomous Question: It has been suggested that the 
Senate change its rules so that a simple majority can call for an 
end to discussion instead of a two thirds majority as is now the 
case. Do you approve or disapprove of this change?
Step 4. Reasons Why: Why do you feel this way?
Step 5. Intensity: How strongly do you feel about this - very 
strongly, fairly strongly or not at all strongly?

Dimensions of Attitudes (Gallup 1947)



Sofia Jamie
UC Irvine

Stanley Presser
UMD



Gerdon, Nissenbaum, Bach, 
Kreuter & Zins. 2021. 
Harvard Data Science 
Review 
https://doi.org/10.1162/99608f
92.edf2fc97cc-by-4.0
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Context matters



Gerdon, Nissenbaum, Bach, 
Kreuter & Zins. 2021. 
Harvard Data Science Review 
https://doi.org/10.1162/99608f9
2.edf2fc97cc-by-4.0
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Context matters



Distributions of Values
Data ≠ Data



Data on ppl NOT used in alginment



Excursion 

• Probability – non-probability

https://www.pewresearch.org/methods/2016/05/02/overall-variability-in-estimates-across-samples/



https://www.pewresearch.org/methods/2016/05/02/overall-variability-in-estimates-across-samples/



HUMAN FEEDBACK FROM 
WHOM AND HOW

SUGGESTION FOR CHANGING 
THE (PRE)-TRAINING DATA

DISCUSSION: HOW CAN WE 
COLLABORATE?



Questions 

• What level of aggregation is still acceptable?
• How much noise would be tolerate on the microdata?
• Which format would be useful?

• What value does value alignment have? Funding for good 
benchmark surveys?
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