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1 Symbols



What is a symbol?

And to whom?



Symbols

● Newell and Simon define symbols as a set 
of interrelated “physical patterns” that 
could “designate any expression 
whatsoever”

● But designate to whom?



Symbols



Charles Sanders Peirce on Symbols

● A symbol is a representation that has its meaning established by 
convention (“agreed upon link”).

Icon Indicator/Index Symbol

● Not by superficial similarity (an icon), or by physical/temporal 
correlation/analogy (an index). 



Why does definition of symbols matter?

● At the time we wrote this paper, there was a fair amount 
of hand-wringing about the need for “symbolic” 
inductive biases to allow deep learning to “really” do 
symbol manipulation. Which architectures are/can be 
symbolic depends on the definition of symbols!

● But maybe the focus on architecture is itself 
misleading…



Instead, should we focus on behaviour

● What we ultimately care about are the behavioural 
consequences of symbols—what do symbol users do?

● Taking the perspective that symbols are conventional 
affords different types of behaviour than classical 
perspectives.

● And we suggest that these behaviours are actually 
more aligned with human capabilities.



What behaviours demonstrate 
understanding of symbols?



2 Symbolic 
Behaviour



Receptive Constructive

Meaningful

Embedded

Malleable

Graded

Symbolic 
Behaviour



Symbolic Behaviour is Receptive

The ability to appreciate existing conventions, and 
to receive new ones.

● For example, learning a word from a definition. This is a tiger!

Examples are common in AI:

● We often impart our conventions onto models: 
classify with human labels, or imitate human 
language.

● Some capacity for rapid receptiveness. E.g.  
meta-learning in LMs or RL.

● Many animals exhibit receptiveness too with 
enough training; e.g. dogs learn commands.

Being receptive (or any other criterion alone) is not sufficient for symbolic behavior!



Symbolic Behaviour is Constructive

The ability to create new conventions, imposing new 
meaning on an arbitrary substrate.

I define a covariant 
functor to be ...

● For example, define a new mathematical concept 
in order to prove a theorem more easily.

● This convention could be with one’s self; one 
benefit of symbol use may be this ability to 
define symbols which reduce mental burden.

This capacity is much rarer in AI. Examples could 
include a model:

● Inventing a mathematical concept (or reinventing 
one we held out) to prove a theorem.

● Defining a new word to help explain something.
● Agents on a team inventing coded language that 

allows them to communicate secretly.



Symbolic Behaviour is Embedded

Symbols are part of a larger knowledge system; they cannot be 
understood outside of it.

● Meaning is determined in part through interactions.
● Theoretical developments (category theory in mathematics, 

or genes in biology) can fundamentally change the way we 
think about a field.

● Humans rely on embodied understanding, such as gestures, 
to help us understand abstract concepts from math or 
science. 

Examples:

● LMs and other NNs are strongly biased towards embedded 
understanding.

● Language models  may need situated, multimodal 
experience to understand some of language.



A digression on embodiment & language:

Embedding symbols in a rich environment can be essential to learning their meaning!



Symbolic Behaviour is Malleable

Because symbol meaning is conventional, it can be 
contextual, or can even require a re-definition.

● Meaning is situational and pragmatic in human 
communication.

● More fundamentally, our models should have the 
epistemic humility to consider that meaning could be 
otherwise. Human progress has often required 
redefining symbols.

Examples:

● LMs exhibit some pragmatics.
● Learning implies (passive) malleability—if you change 

the data distribution, the model will eventually learn.
● But humans adapt with purpose. Could a model 

redefine a symbol because the old one was limiting?



Symbolic Behaviour is Meaningful

Meaning is essential to symbol use, even in formal domains like 
math.

● Syntactic manipulations are only useful insofar as they are 
meaningful.  “I never was able to successfully analyze 
proofs as a combinatorial ‘game’ played with symbols on 
paper. [To reason productively] one must essentially forget 
that all proofs are eventually transcribed in this formal 
language.” - Paul Cohen

● It’s meaning that solves the frame problem. “Strict 
formalism can’t explain which of many formulas matter [...] 
the choice is determined by ideas and experience.” - 
Saunders Mac Lane

● We want deep proofs that convey why a theorem is true.
● Models need to understand their own reasoning 

processes.



Symbolic Behaviour is Meaningful

Examples:

● AlphaZero uses learned meaning as a search heuristic, 
but cannot understand its hand-engineered MCTS 
reasoning, nor share knowledge among different 
branches of the search tree, etc.



Symbolic Behaviour is Graded

Symbol use is not a binary capacity. Instead, our capacities 
are graded.

● Children are receptive before constructive, and 
receptive to repeated meanings before they can 
reliably learn one-shot.

● Although we highlighted malleability, relatively few 
humans might be capable of finding a better meaning 
for any particular symbol.

● Symbol use will always be limited by cognitive, 
conceptual, or cultural factors.

● We should expect each of these abilities to be graded 
in our models, as they are in humans.



We see symbolic behaviour as a 
constellation of graded capacities for 
engaging with and creating meaning.



Symbolic Behaviour is Not Necessarily ...

● Symbolic behaviour is not equivalent to certain syntactic 
manipulations. Systems need to interpret the entities they are 
reasoning over as symbols. 

● GOFAI cannot, nor can contemporary neurosymbolic models.
● Symbolic behaviour is not necessarily rule-based. 



Case study: Ethics

These issues are salient when considering ethics.

● Philosophers still can’t agree on a rule basis for ethics, let 
alone how to impart that basis to a machine.

● Human ethics is contextual rather than fixed and rule-like. 
● For example “don’t hurt a human”—many situations this rule 

should be broken, e.g. re-break an arm to set it better.
● Rules are too easy to circumvent, e.g. “don’t discriminate on 

the basis of race” could just result in the use of proxy 
variables (c.f. redlining).

● AI should understand ethics as a holistic, meaningful 
framework.



3 Origins of  
human 
symbolic 
behaviour



How do humans develop symbolic behaviour?



Perspectives, beliefs, and alignment



How do humans develop symbolic behaviour?



Interactions and shared or unique perspectives



Developing symbolic capabilities



We suggest AI should develop symbolic 
behaviour as humans do — learning through 

social interactions and culture.



Some steps in that direction



4 Reconciling 
with other 
perspectives 
on symbols



Reconciling: behaviour

Other views on symbols are motivated by behaviour, starting from Newell & Simon. What 
behaviour?

● Often compositional generalization, but how systematic are humans actually?
● When humans achieve compositional generalization 80-90% of the time, it is cited as 

evidence of our compositional skill; yet when a transformer achieves 98.4% accuracy on 
difficult calculus problems it’s cited as a failure of the model class.

● Systematic behaviour may instead be a graded competency afforded by environment and 
education.

● Importantly, this means that mechanisms that guarantee systematicity may not be the 
right direction for achieving symbolically-fluent AI.

● Especially if they interfere with the aspects of symbolic behaviour that we highlight.



Reconciling: discrete?

Many perspectives on symbols and symbolic AI 
assume discrete tokens. We think this is misleading.

● The sounds that make up speech or the image 
of a Canadian flag are not discrete, yet they are 
substrates for symbols.

● Even within classical symbols, there is an 
important distinction between an entity being 
discrete and that entity serving as a discrete 
unit in a larger symbolic framework.

● For example, a continuous vector can be a 
discrete element of a set of basis vectors.

Our definition of a symbol does not place any 
restriction on the substrate.



Reconciling: neo-classical

Some new works attempt to allow aspects like 
construction of new symbols via classical 
mechanisms like combinators or  “neo-classical” ones 
like probabilistic program induction.

● These approaches may suffer from the same 
weaknesses as GOFAI, at least as presently 
implemented.

○ Hence demonstrated in toy domains.
● If these challenges are overcome, we suggest 

that these approaches would also benefit from 
our perspective:

○ Focusing on symbolic behaviour.
○ Using social forces to encourage its 

emergence.



Interim summary

● We take symbols to have meaning by convention.
● This perspective highlights certain behaviours as 

evidence of symbolic, conventional understanding.
● We suggest interactive social development as a 

route to achieving these capabilities.
● We think this will provide a fruitful path for AI 

research to achieve more human-like capabilities.

RED

Canada



5 Whales?



Participating in interactions or observing + imitating?



When does interaction matter?

ここ
(Koko)

No,
こうこう
(Kōkō)

Interaction is important for actively correcting a system’s mistakes that 
others haven’t made in the training data



Are the pragmatics of implicature hard for LMs to learn?

(Ruis et al., 2023)

Want to go to the 
bar tonight?

I have work in the 
morning. = NO

Want to go to sleep 
early tonight?

I have work in the 
morning. = YES

Not learned well by pure LMs! Only with certain kinds of tuning.



Are the pragmatics of implicature hard for LMs to learn?

(Ruis et al., 2023)

Want to go to the 
bar tonight?

I have work in the 
morning. = NO

Want to go to sleep 
early tonight?

I have work in the 
morning. = YES

Not learned well by pure LMs! Only with certain kinds of tuning.



Symbolic behaviour is learned through interacting and 
developing contextual use of conventional behaviour

Receptive Constructive Meaningful

… and we don’t fully know how much of that learning can be 
from offline interaction, and how much needs to be online



Interaction is also important for assessment

Language Models

(Interactive Agents Team, 2022)

Grounded Agents



???
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