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- Boolean variable $x_{p h}$ associated with each pigeon $p$ and hole $h$
- Pigeon $p$ claims that it flies into at least one hole

$$
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- Each hole $h$ occupied by at most 1 pigeon

$$
\bar{x}_{p h} \vee \bar{x}_{p^{\prime} h} \quad \forall p \neq p^{\prime}
$$
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## Theorem

Any Frege refutation of $\operatorname{Tseitin}\left(T_{n}^{2}\right)$ of depth $d$ requires proofs of size $\exp \left(\tilde{\Omega}\left(n^{1 /(d-1)}\right)\right)$. improves over the previous $\exp \left(\Omega\left(n^{1 / 58 d}\right)\right)$ lower bound
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Our Proof:
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...skipping a few steps ...
$\operatorname{Size}(\pi) \gtrsim \exp \left(n^{1 / d}\right)$
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u.a.r. pick a solution to the formula where blue nodes have even constraints
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More Details about $\rho$
left with an $m \times m$ torus
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## Key Difference:

\#nodes with even constraint is $\log n$ instead of $s$ per square


## More Details about $\rho$

Limitation of this technique:
need to assign a $1-o(1)$ fraction of vars
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## Conclusion and Open Problems

- Frege proofs of line-size $M$ and depth $d$ of $\operatorname{Tseitin}\left(T_{n}^{2}\right)$ are of length $\exp \left(n / \log ^{O(d)} M\right)$
- Frege proofs of depth $d$ of $\operatorname{Tseitin}\left(T_{n}^{2}\right)$ are of size $\exp \left(\tilde{\Omega}\left(n^{1 /(d-1)}\right)\right)$
- Open Problems:
- Prove an $\exp \left(\tilde{\Omega}\left(n^{1 / d}\right)\right)$ lower bound on depth $d$ Frege refutations for a CNF on $n$ vars
- Tseitin over an expander?
- Circuits versus formulas? Can we obtain $\exp \left(\tilde{\Omega}\left(d \cdot n^{1 / d}\right)\right)$ lower bounds for $\operatorname{Tseitin}\left(T_{n}^{2}\right)$ ?
- Prove any bounded depth Frege lower bound for a (supposedly) hard formula
- truthtable formula
- clique
- random CNFs
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- Tseitin over an expander?
- Circuits versus formulas? Can we obtain $\exp \left(\tilde{\Omega}\left(d \cdot n^{1 / d}\right)\right)$ lower bounds for $\operatorname{Tseitin}\left(T_{n}^{2}\right)$ ?
- Prove any bounded depth Frege lower bound for a (supposedly) hard formula
- truthtable formula
- clique
- random CNFs

Thanks!

